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Challenge

Staging an International Teletraffic Congress in Australia must surely be
the event of a lifetime ~ the Eighth ITC, held in Melbourne on 10-17 November 1976,
was the first to be held in the Southern Hemisphere and only the second outside
Europe. It presented the first opportunity for most Australian teletraffic
engineers and research workers to participate in this international forum, where

the world's top experts in this field could exchange experiences and ideas.

Australia started participating in these Congresses back in 1958, when it
sent one delegate to ITC2 in the Hague to present a paper. Increasing contributions
were made to subsequent ITC's, culminating in playing host to over 200 delegates

from 27 countries at the Melbourne Congress.

The Editors of ATR decided to commemorate this important event by printing
this special issue of the Journal. In addition to general information about the
Eighth Congress and abstracts of all the papers presented, this issue also contains
the papers by Australian authors, together with discussion. The papers are re-
produced from original masters supplied by the authors. Other material has been

printed in a uniform format and type size for consistency.



Eighth International Teletraffic Congress

J. RUBAS

Telecom Australia, Melbourne, Australia

The Eighth International Teletraffic Congress was held in
Melbourne from 10 to 17 November, 1976. The Congress was
held at the Southern Cross Hotel and was attended by 235
delegates from 27 countries. A total of 135 papers and
reports were included in the technical programme, details
of which appear in this issue together with abstracts of
all papers. The papers by Australian authors are printed
ine full.

The first ITC was held at Copenhagen in June 1955, after
a number of research workers in this field came to the
conclusion that a meeting should be held to provide a
forum for exchange of experiences and presentation of new
ideas. The scope of the first congress is indicated by
its full title : The First International Congress on the
Application of the Theory of Probability in Telephone
Engineering and Administration. Copenhagen was chosen as
the venue in recognition of the pioneering work done in
traffic engineering by the Danish mathematician

A.K. Erlang.

The first congress was a resounding success and it was
decided to hold similar gatherings in the future. An
International Advisory Council (IAC) was set up to control
and guide the organisation of future congresses. The
detailed organisation and staging of a particular congress
would be the responsibility of a national organising
committee formed in the chosen host country, which would
also bear all costs. The current membership of the
International Advisory Council is given in the Appendix.

All subsequent ITC's were held within this organisational
framework, at three year intervals: the second at the
Hague in 1958, the third in Paris (1961), the fourth in
London (1964), the fifth in New York (1967), the sixth
in Munich (1970), the seventh in Stockholm (1973), and
the eighth in Melbourne. The next ITC will be held in
Spain in 1979.

The size and scope of ITC's grew with passing years. The
first ITC was attended by 69 delegates from 13 countries,
with 26 papers presented and discussed in four working
days. By the seventh ITC the number of delegates had
grown to 328, the number of countries represented to 30,
and the number of papers to 130, which required six
working days to present and discuss. Because of remote-
ness from other population centres, the number of dele-
gates at the Melbourne Congress was lower than at the

7th ITC in Stockholm but the number of papers presented
(135) set a new record.

The technical programme of ITC 8 is giveh on subsequent
pages of this special issue. It was arranged into 26
working sessions (not counting the opening and closing
ceremonies). Following the practice introduced at the
New York Congress (ITC 5), the programme includes a
number of invited papers on selected topics. These
papers, written by acknowledged experts in their fields,
are intended to review progress to date and to inform on
the current state of the art in various areas of traffic
engineering. Eight invited papers were presented at the
Melbourne Congress; they are marked in the programme by
an asterisk. Two of the invited papers were tributes to
outstanding members of the traffic engineering community
who died since the previous congress - E.P.G. Wright and
Dr. Yngve Rapp. Other invited papers dealt with traffic
engineering topics of current interest.

The quality of the papers presented and the level of dis-
cussion at the Melbourne Congress maintained the high
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standards established in the previous congresses. It is
not intended here to review the papers presented, since
their contents are adequately described by the abstracts.
As indicated by the abstracts, all areas of traffic
engineering and some related subjects have been covered.
Dimensioning methods, analysis of delay systems, §.P.C.
switching systems, and traffic data measurement and
administration attracted most attention and required two
sessions each to deal with all the papers covering these
subjects. To permit oral presentation of at least half
the papers offered and to leave adequate time for discus-
sion at the end of each session, parallel sessions had to
be held during one afternoon.

The staging of an ITC in Australia presented the first
opportunity for many Australian traffic engineers and
research workers to participate in this international
forum. For most overseas delegates it meant meeting old
friends, making new acquaintances and visiting a new
continent. Many new ideas were presented and discussed
during the congress and added to the growing body of know-
ledge about teletraffic engineering. The record of discus-
sions in each technical session will be forwarded for
inclusion in the proceedings of the congress, which were
distributed to all delegates. The full proceedings will
also be supplied to selected libraries in various overseas
countries. In Australia, a full set of papers presented
at this and all previous ITC's is held at the Telecom
Australia's Headquarters Fngineering Library in Melbourne.
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APPENDIX

LIST OF COUNCIL AND COMMITTEE MEMBERS

International Advisory Council

Prof. - Dr. A. Jensen, Denmark - Chairman
Mr. W.S. Hayward, U.S.A.

Dr. C. Jacobaeus, Sweden

Prof. - Dr. L. Kosten, Netherlands

Dr. P. Le Gall, France

Mr. J.A. Povey, U.K.

Dr. C.W. Pratt, Australia

Dr. K. Rohde, F.R. of Germany

Mr. I. Tange, Sweden

Mr. R.I. Wilkinson, U.S.A. -~ Honorary Member

At the end of the Melbourne Congress, Mr. Tinge retired
from the IAC and Prof. Kosten was made a honorary member.
At the same time, four new members were elected to the
Council : Prof. J.W. Cohen (Netherlands), Dr. G. Gosztony
(Hungary), Dr. V. Neiman (U.S.S.R.) and Mr. J. Villar
(Spain).

National Organising Committee

Mr., I.A. Newstead, Australian Telecommunications Commission
- Chairman

Mr. P.S. Bethell, Australian Telecommunications Commission
Mr. J.A. Black, Australian Telecommunications Commission
Mr. T. Broughton, Australien Telecommunications Commission
Mr. K.S. Brown, Standard Telephones and Cables Pty.

Ltd. (Sydney) Australia
Mr. S. Cronstedt, L.M. Ericsson Pty. Ltd., Australia
Prof. R.B. Potts, University of Adelaide
Dr. C.W. Pratt, Australian Telecommunications Commission
Mr. J. Rubas, Australian Telecommunications Commission
Mr. J.M. Ryan, Australian Telecommunications Commission

Technical Programme Committee

Dr. C.W. Pratt, Australia - Chairman
Dr. L.T.M. Berry, Australia

Mr. W.D. Eccleston, Australia

Mr. A.H. Freeman, Australia

Mr. P.J. Lenn, Australia

Mr. J. Rubas, Australia

Mr. R.C. Walker, Australia

Prof. J.W. Cohen, Netherlands

Prof. H. Inose, Japan

Prof. -~ Dr. A. Lotze, F.R. of Germany
Dr. K.M. Olsson, Sweden

Mr. J.E. Villar, Spain

Dr. E. Wolman, U.S.A.
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Technical Programme

OPENING CEREMONY

Chairman :

Newstead, 1.A. (Australia)

ANALYSIS OF BUSY SIGNAL SYSTEMS

Chairman : Pratt, C.0. [(Australia)
Discussion Ledder : Delbrouch, L.E.N. {(Canada)

YE.P.G." - A Tribute to E.P.G. Wright.
Gimpelson, L.A. (Belgium) and Rice, J. (U.K.)

On the Conditional Blocking Probabilities in a
Link System for Preselection.

Michaux, J. (Belgium)

Functional Algorithm and Structural Switching
of Special Automatic Telephone Information
Equipment.

Dimchev, M.1., Halachev, V.I. and Tvancv, P.D.
(Bulgaria)

On Erlang's Formula for the Loss System M/G/K.
Cohen, J.W. (Netherfands)

General Telecommunications Traffic without
Delay.
Le Galf, P. (France)

The Influence of a Preceding Selector Stage on
the Loss of Gradings.
Bazfen, V. and Lérchen, W. {Germany)

DIMENSIONING METHODS I

Chairman : LoZze, A.
Discussion Leader :

(Germany)
Bery, L.T.M. (Australia)

Structural Properties of Connecting Networks.
Neiman, V.I. {U.S.S.R.)

Multihour Engineering of Alternate-Route
Networks .

Eisenberg, M. [(U.S.A.)

A Model Relating Measurement and Forecast
Errors to the Provisioning of Direct Final
Trunk Groups.

Franks, R.L., Heffes, H., Holtzman, J.M. and
Honing, S. [(U.S.A.)

Traffic Models for the Traffic Service System
(TSS).
Augustus, J.H. (Canada)

Equivalent High Usage Circuits and Their
Application in the Analysis and Design of Local
Networks Employing Alternate Routing.
Haringzon, J.8. {Australia)

An Engineering Method to Account for Link
Congestion Effects on Dial Tone Delay.
Guess, H.A. and Kappel, J.G. {U.S.A.)

DIMENSIONING METHODS II
Chairman : Lotze, A. (Germany)

Discussion Leader : Schehrer, R. [Gewmany)

* Invited Paper.
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Technical Programme

Some Practical Problems of the Traffic
Engineering of Overloaded Telephone Networks.
Gosztony, G. and Honi, G. (Hungary)

A Method for the Calculation of Traffics
Offered to an Alternative Routing Arrangement.

Sagerhotm, B. {Sweden)

Dimensioning of Traffic Routes According to
the EERT-Method and Corresponding Methods.
Rahko, K. {Finland)

Dimensioning of Alternative Routing Networks
Offered Smooth Traffic.
Rubas, J. (Austrhalia)

Computations with Smooth Traffics and the
Wormald Chart.
Mightingale, D.T. (Australial

Modular Engineering of Junction Groups in
Metropolitan Telephone Networks.

Faur, J.P. Australia)

FORECASTING METHODS

Chairman : Leigh, R.B. (U.K.}
Discussion Leader : Beax, 0. (U.K.)

Forecasting Telephone Traffic in the Bell
System.
Blain, N.D. (U.S.A.)

An Econometric Forecasting Model of the Demand
for International Voice Telecommunication
from Canada.

Khadem, R. (Canada)

Traffic Forecasting with an Inadequgte but

Improving Data Base.
Turnern, W.M. and Willett, R.B. (U.K.)

Use of Computer Programs for Trunk Forecasting.

Gitten, L.J. (U.S.A.)

NETWORK PLANNING AND DESIGN

{Sweden)
Freeman, A H. [Awstralia)

Chairman : Tdnge, I.
Discussion Leader :

Yngve Rapp - A Memoir
Jacobaeus, Chr. (Sweden)

A Mathematical Model for the Long Term
Planning of a Telephone Network.
Brugn, S. (Australia)

Computer Aided Planning of the Telephone
Network of Rural Areas.

Caballeno, P.A., Sote Gi&, J. {Spain),
Knutsen, K.M. and Hansen, 1. {(Nomvay)

Hypothesis of a Toll Network with Separate
Routes for First-Choice and Overflow Traffic.

Diano, G., Pallotta, P. and Masetti, G. [Italy)

A Nodal Route Switching Network Composed of
Standard Modules.
Grimbly, J.L.C. and Smith, J.L. (U.K.)

Computer Aided Study for the Determination of
the Structure of the Algerian Long Distance
Network.

Befhadj, A.

(Algernia) and Cabalfero, P.A. (Spain)

141

142

143

144

146

211%

213

214

221%

222

223

224

225

227



Technical Programme

ANALYSIS OF DELAY SYSTEMS I

Chairman : Cohen, J.W. (Nethernfands)
Discussion Leader : Segal, M. (U.S.A.)

A Queueing System with Time-Outs and Random
Departures.

Wallsinbm, B. (Sweden)

Queueing Model with Regular Service Inter-
ruptions.

Fujiki, M. and Murao, V. (Japan)

Approximations for Certain Congestion Functions
in Single Server Queueing Systems.

Delbrouck, L.E.N. (Canada)

Queue Discipline NIFO for a Tree Structured
Generalised M/G/l-Queueing System and Its
Application (NIFO = Nearest In First Out).
Egenolf, F.J. (Germany)

Approximate Formulae for the Delay in the
Queuveing System GI/G/1.
Kndmen, W. and Lagenbach-Belz, M.

Analysis of Complex Queueing Networks by
Decomposition.
Kithn, P. (Germany)

[Germany )

Provision of Signalling Equipment According
to a Delay Criterion.
Johnsen, S. and Smith, J.L. (U.K.)

TRAFFIC DATA MEASUREMENT AND ADMINISTRATION 1

Chairman : Hayward, W.S. [U.S.A.)
Discussion Leader : Lee, L. [Canada)

Traffic Data - The Need, Nature and Use.
0'Shaughnessy, J.J. (Canada)

Extreme Value Engineering of Small Switching
Offices.
Baxrnes, D.H. (U.S.A.)

Cost Effectiveness of Traffic Measurements.

Chin, Y.M. [Australial

Traffic Measurements and the Grade of Service.

Enke, T. and Rahko, K. (Finland)

Accuracy Requirements Concerning Routine Traffic
Measurements, with Regard to Service Level
Objectives in Telephone Network and to Certain
Error and Cost Factors.

Parviala, A. {(Finland)

ANALYSIS OF DELAY SYSTEMS I1

Chairman : Cohen, J.W. {(Netherlands)
Discussion Leader : Smith, J.L. (U.K.)

Graded Delay Systems with Infinite or Finite
Source Traffic and Exponential or Constant
Holding Time.

Kampe, G. and Kihn, P. {(Germany)

Waiting Time Distribution in Link Systems.
Haugen, R.B. and @sterud, H. (Noway)

A Network Flow Model Analysis of a Multi-Queue
Operator Service System with Priority.
Liu, J. and Kettlen, D.A. (U.S.A.)

Accuracy of Observed Mean Values of Waiting
Times, Queue Lengths and Proportion of Delayed
Calls in Markovian Many-Server Systems.

0Lsson, K.M. {Sweden)

Turfing - A Queueing Model for the Work Back-
log of a Telephone Repairman/Installer.
Segat, M. (U.S.A.)

A Calculation Method for Link Systems with
Delay.
Vitten, M. ([Spain)

* Invited Paper.
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TRAFFIC DATA MEASUREMENT AND ADMINISTRATION II

Chairman : Hayward, W.S. (U.S.A.)
Discussion Leader : Tvensen. V.B. (Denmark)

The Total Network Data System.
Buchner, M.M. and Haywand, W.S. (U.S.A.)

Busy Hour Traffic Variations Determined from
Continuous Traffic Measurements.

Leigh, R.B. and Little A.J. {U.K.)

The Rigorous Calculation of the Blocking
Probability and Its Application in Traffic
Measurement.

Mina, R.R, (U.S.A.)

A Study of Subscriber-Dialled Trunk Traffic in
the Short Term.
Cole, A.C. and MacFadyen, N.W. (U.K.)

Customer Line Usage Studies.

Hartman, M.G. {U.S.A.)

An %mprovement in Traffic Matrices Calculation.
Marin Mantin, J.1. (Spain)

NEW METHODS OF ANALYSIS

Chairman :Wallsinbm, B. (Sweden)
Discussion Leader : Peanrce, C. (Australia)

Operational Research Methods In Traffic
Engineering.
Fujiki, M. {Japan)

On General Point Processes in Teletraffic
Theory with Applications to Measurements and
Simulation.

Tvernsen, V.B. (Denmark)

Applications of Processing State Transition
Diagrams to Traffic Engineering.
Gernand, P. (Australia)

Decomposition Techniques for Evaluating Network
Reliability.
Fratta, L. and Montanari, U. {Italy)

Uncertainty Model for an M/M/1 System.
Mizuki, M. (U.S.A.)

Some Applications to Telephone Traffic Theory
Based on Functional Limit Laws for Cumulative
Processes.

Lindberger, K. (Sweden)

Average Number of Disjoint Available Paths.
Timperi, G. (Italy)

SUBSCRIBER BEHAVIOUR PROBLEMS

Chairman : Wilkinson, R.I. (U.S.A.)
Discussion Leader : Baxnes, D.H. {U.S.A.)

Comparison of Calculated and Simulated Results
for Trunk Groups with Repeated Attempts.
Gosztony, G. {Hungary)

On the Interaction Between Subscribers and a
Telephone System,
Myskja A. and Aagesen, F.A. (Nomway)

The Cqnfiguration Theory. The Influence of Multi-

Part Tariffs on Local Telephone Traffic.
Kraepelien, H.Y. (U.S.A.)

Some Traffic Characteristics of Subscriber
Categories and the Influence from Tariff
Changes.

Bo, K., Gaustad, 0. and Kosberg, J.E. (Nomway)

Experimenting with the Effect of Tariff Changes
on Traffic Patterns.

Cohen, G. (U.S.A)
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TRAFFIC ENGINEERING COMPUTATION TECHNIQUES

Chairman : Rohde, K. {Germany)
Discussion Leader : Hawuis, R.J. (Australia)

A General Purpose Blocking Probability
Calculation Program for Multi-Stage Link
Systems.

Kodaira, K. and Takagi, K. {Japan)

Probability of Blocking in Non-Hierarchical
Networks.

Vestman, B. (Netherfands)

Some Applications of Quadratic Programming
to the Calculation of Traffic Matrices.
Nivent, K. and von Schantz, C. (Sweden)

An Approximate Method of Calculating Delay
Distributions for Queueing Systems with
Poisson Input and Arbitrary Holding Time
Distributions.

Bear, D. {U.K.)

On Point-to-Point Losses in Communications
Networks.

Butto, M., Cofombo, G. and Tonietti, A. (Italy)

Transformed Probability Distributions of
Indetermined Form : Calculation Methods for
Moments of Arbitrary Order and Their Applica-
tion in Queueing Systems.

Schreiber, F. (Genmany)

Traffic Engineering with Programmable Pocket
Calculators.
Bretschneiden, G. [Geamany)

TRAFFIC DISTRIBUTION IN THE NETWORK

Chairman : Povey, J.A. {U.K.)

331*

332

333
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336

337

Discussion Leader : Caballero Galfego, P.A. (Spain)

Axiomatic Fundamentals for the Calculation
of Traffic Distribution in Telephone Net~
works.

Daisenbergen, G. (Germany)

The Effects of Non-Uniform Traffic Distribu-~
tion in Switching Networks.
Hogstetten, H. (Gewnany)

Peakedness in Switching Machines : Its Effect
and Estimation.

Hefbes, H. and Holtzman, J.M. (U.S.A.)

A Mathematical Model of Telephone Traffic
Dispersion in Some Australian Metropolitan

Networks.
Dumstan, A.W. [Australia)

Analysis of Traffic Flows on Subscriber-Lines
Dependent of Time and Subscriber-Class.
Everns, R. (Germany)

NETWORK AND SYSTEM RELIABILITY

Chairman : V.{llar, J.E. (Spain)
Discussion Leader : Minanda, G. (Italy)

Evaluation of Reliability and Serviceability
in Communication Systems with Its Applica-
tions to Network Planning.

Moni, H. and Teramura, H. (Japan)

A Study of Software Reliability.
Andensson, H., Peiram, L, and
Strandberg, K. (Sweden)

Effects of Faults on the Grade of Service
of a Telephone Exchange.
Kaniuk, G. and Smith, J.L. (U.K.)

* Invited Paper.
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Technical Programme

On the Influence of Certain Typical Equip-
ment Faults on Grade of Service.
Jensen, E. and Toledano, F. (Spain)

Effectiveness Characteristics of Partly
Disabled Device Groups.
Andensson, H. and Strandberg, K. (Sweden)

OVERFLOW TRAFFIC MODELS

Chairman : le Galf, P. (France)
Discussion Leader : Kuczura, A. (U.S.A.)

Some Formulae 0ld and New for Overflow
Traffic in Telephony.
Pearce, C. and Potter, R. (Australia)

On Higher Order Moments of Overflow
Traffic Behind Groups of Full Access.
Schehrer, R. [Germany)

Mean and Variance of the Overflow Traffic
of a Group of Lines Connected to One or
Two Link Systems.

de Boen, J. (Netherlands)

The Accuracy of Overflow Traffic Models.
Freeman, A.H. (Australia)

Behaviour of Overflow Traffic and the
Probabilities of Blocking in Simple

Gradings.
Koszen, L. (Netherlfands)

Cyclic Overflow of Calls Offered to Sub-
Groups of a Full-Availability Group of
Lines.

Jung, M.M., and de Boer, J. (Netherfands)

Correlation Induced in Traffic Overflowing
from a Common Link.
wiLson, K.G. {Australia)

SIMULATION TECHNIQUES

Chairman : Kosten, L. (Netherfands)
Discussion Leader : Rubas, J. (Australia)

Statistical Problems in Simulation of Tele-
communications Traffic Systems, Some
Analytical Results.

0Lsson, K.M. (Sweden)

An Interactive Simulation System for Data
Communication Network Design - ICANDO.
Ono, K. and Urano, Y. {Japan)

Subcall Type Control Simulation of SPC
Switching Systems.

Dietrnich, G. (Genmany) and Salade, R.
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Abstracts of the Papers

ANALYSIS OF BUSY SIGNAL SYSTEMS

"E.P.G." - A Tribute to E.P.G. Wright. i21
Gimpelson, L.A. and Rice, J.

To summarise a career which spanned 50 years and a multi-
plicity of disciplines related to telephony is a
difficult task. To couple that with an insight into the
enthusiastic, contributing, influential, competitive and
colorful personality behind that career is impossible.
Those who knew and worked with EPG should excuse the
brevity of this tribute, which will touch on EPG's
traffic work only.

On the Conditional Blocking Probabilities in a Link 122
System for Preselection.

Michaux, J.

In modern telephone exchanges conditional selection is
commonly used to control the multistage switching networks.
The loss computations then become very difficult because
of the existence of internal blocking. A rigorous
solution cannot be obtained for link systems of practical
size.

In this paper the faithfulness of two approximate calcula-
tion methods has been evaluated with respect to two

sample preselection networks. It is shown that the
methods assuming statistical independence only are more
faithful than the methods assuming functional and statist-
ical independence. A significant trend towards too high
computed c.b.p's is however detected in one stage of the
network. An attempt is therefore made to improve the
faithfulness of the calculation method through a partial
release of the assumption of statistical independence. It
is shown that the calculated c.b.p's then become much more
accurate and, as a consequence of the equations, so do the
p.d's and the value of B. It is worth noting that the
computational complexity is not increased by the suggested
modification of the calculation method.

Functional Algorithm and Structural Switching of 123
Special Automatic Telephone Information Equipment.
Dimehev, M.1., Halachev, V.I. and Ivanov, P.D.

Tn this present paper we consider the results of the
planning of the special automatic inquiry information
equipment (ANIE) for q x 18 telephone service of a city
automatic telephone exchange (ATZ) on the basis of the
methodology (arrived at by the authors) of the logical
synthesis of the block structure of the automated informa-
tion equipment for public use (AIE-0A). Basic require-
ments of the controlling system are analysed, on which
basis the functional algorithm has been put together for
the controlling equipment and transmission adaptation
equipment, which serve for the connection of the equipment
to the ATZ.

The construction has been based on the specially designed
equipment for 18-channel tape recordings.

The aim of the work is not only to provide the results of
the design of a concrete ANIE, but also the laying down of
several methodical basic directions in the design of the
ATE-0A with varied application, principally using the
methods of communications technology on .qne of the least
elaborated stages of the planning, the block synthesis.

10

It is proposed that the final objective of the block
synthesis of the AIE-OA be the assembling of the block
functional diagram directly from the minimum form of the
function algorithm.

In this paper we have included the block functional
diagrams of the general structure (Eig. 4) and of the
transmission adaptation equipment (UAE) (Fig. 5), and
also the basic diagram gf the relay variant (perfected
by the authors) of the UAE for use with the ATZ of the
electro-mechanical type, for example A-29.

On Erlang's Formula for the Loss System M/G/K. 124.
Cohen, J.W.

It is a well known fact that Erlang's famous loss formula
for the blocking probability of a full availability group
of K lines with Poissonian input only depends, in so far
as it concerns the holding time distribution, on its
first moment and not on the particular form of this
distribution.

This phenomenon has drawn the attention of many investi-
gators and quite a number of proofs of it are available
in literature. Nearly all of these proofs are not very
acceptable from a mathematical point of view, and if they
are acceptable they are rather intricate, and do not give
an insight in the real facts behind this interesting
phenomenon.

In the present study a proof of Erlang's formula is given
which is simple and avoids intricate computatioms, in
particular the use of differential equations. On the
other hand it leans heavily on a number of fundamental
theorems from the theory of regenerative processes and
Markov processes. As a byproduct of the investigation

a simple proof ig obtained of the fact that in the
stationary situation the departure process is a Poisson
process if blocked arrivals are also considered as
departures.

General Telecommunications Traffic Without 125
Delay.
Le Gatt, P.

It is intended to demonstrate how the general formulae
relating to telephone traffic processes without waiting
may be obtained. The lost call and repeat attempt models
are considered, essentially for the case of an arbitrary
service time distribution. The explicit formulae are
then extremely complicated when the arrival process is
general. They become simple only for a certain category
of processes which are called here "pseudo-poissonian'.
This simplicity takes the form of a simple distribution
function for the "remaining service times” of the
"indistinguishable" calls in progress, a distribution
already well known for the Erlang model.

Two cases are then examined for which the preceding
results may no longer be valid because of the non-
independence of the arrival process in relation to the
epochs of system congestion : firstly, the case of over-
flow traffic and then that of repeat attempts. The
consequences of the dependence are not the same in the
two cases.
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The Influence of a Preceding Selector Stage on 126
the Loss of Gradings.

Bazlen, D. and Léncher, W.

This paper deals with investigations on the influence of
a preceding selector stage on the loss of gradings.

Several models 'of preceding selector stages are considered

which differ with respect to the size of the preceding

stage, the wiring mode between the outlets of the preceding

stage and the inlets of the grading and the hunting mode
of these outlets, resp. These investigations were
performed by extensive simulation. Recommendations are
given for practical applications how to interconnect
consecutive selector stages in step-by-step systems.

DIMENSIONING METHODS I

Structural Properties of Connecting Networks. 131
Neiman, V.1. )

This paper discusses the structures of space-division
connecting networks, for which crosspoint minimisation
problems are solved. Theoretical studies of bounds for
minimum crosspoint number are reviewed. Discussion of
connecting networks designs focuses on the structures of

non-blocking simultaneous connecting networks (re-arrange-
able systems). Other classes of blocking and non-blocking

networks are briefly described.

Multihour Engineering of Alternate-Route 132
Networks.
Fisenberg, M.

This paper describes a procedure, called "multihour
engineering', which is used to engineer traffic networks
for more than one hour of point-to-point load data. We
describe the results of a study of multihour engineering
in a large-scale local network, as well as an experiement

which was undertaken to determine whether predicted multi-
hour savings could be realised in an actual network. Some

of the practical aspects of implementing multihour engi-
neering are discussed.

A Model Relating Measurement and Forecast Errors 133
to the Provisioning of Direct Final Trunk Groups.
Franks, R.L., Heffes, H., Holtzman, J.M, and

Honing, S.

This paper describes a mathematical model of the

provisioning of direct final trunk groups with forecasting

and measurement errors. This model can be used to study
the effects of applying standard trunking formulae to
possibly inaccurate load forecasts.

Using the mathematical model, a set of curves known as the
Trunk Provisioning Operating Characteristics 1s calculated.

These relate percentage of reserve capacity to service

(as measured by the fraction of trunk groups with blocking

exceeding 0.03). The accuracy of the estimate of the

traffic load defines the curve on which one is constrained

to operate. The degree of reluctance to remove trunks
together with the traffic growth rate determines the
operating point. Improved estimation accuracy corresponds
to a more desirable operating characteristic.

The accuracy of the forecasted load estimate is influenced
by many factors. Data base errors (e.g., measuring the
wrong quantity due to wiring or other problems), recording
errors (e.g., key punch errors) and projection ratio
errors illustrate some of these factors. This type of
modeling may be useful both in evaluating the potential
effects of proposed improvements in measurement or fore-
casting accuracy, and in studying the effects of changes
in provisioning policy.

Traffic Models for the Traffic Service System (TSS). 134
Augustus, J.H.

This paper describes the traffic models developed for
dimensioning operator positions and the switching network
in the Traffic Service System (TSS). TSS is a stored
program common control system designed to process operator
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assisted traffic for small sized toll applications. The
models have been validated by simulation and a comparison
of theory and simulation results is included in the paper.

Equivalent High Usage Circuits and Their 135
Application in the Analysis and Design of Local
Networks Employing Alternate Routing.

Harwninaton, J.S.

The cost of routing traffic between origin and destination
exchanges employing alternate routing can be expressed in
terms of the direct route alone by adding to it a number
of circults to equal the cost of routing the traffic,
overflowing from the direct route, over the alternate
routes of the network. EQUIVALENT HIGH USAGE CIRCUITS,
the sum of the actual and additiomal direct route
circuits, are shown to be functions of offered traffic,
marginal occupancy (sometimes referred to as cost factor)
and efficiency of the traffic switching machine. Tables
of equivalent high usage circuits, for a range of
marginal occupancy values and covering both full and
limited availability trunking with various link losses,
are presented. Examples are given in the use of tables
for optimisation of availability, comparisons of switch-
ing equipment and local network analysis. Curve fitting
equations, relating actual and equivalent high usage
circuits to pure chance offered traffic with marginal
occupancy as parameter, are given for full availability
trunking. (This paper is reproduced in full on pp.29-37)

An Engineering Method to Account for Link 136
Congestion Effects on Dial Tone Delay.
Guess, H.A. and Kappel, J.G.

A new mathematical model for estimating dial tone delay
in No. 5 Crossbar Switching machines is reviewed. This
model demonstrates that a small number of lines, waiting
for dial tone on concentrators that have all of their
links busy, can generate a disproportionately large
number of ineffective marker seizures. This causes
worse than expected dial tone delay to all subscribers
in the office.

Comparisons of results from the model with field data
show generally fair agreement. For engineering purposes
the high day service threshold is adjusted downward to
account for the expected variability of high day load
conditions. An engineering procedure based on results
from the analytical model is presented and illustrated.

DIMENSTONING METHODS II

Some Practical Protlems of the Traffic 141
Engineering of Overloaded Telephone Networks.
Gosztony, G. .and Honi, G.

In overloaded networks it is difficult to determine the
basic data of traffic engineering. Some measurements
were made to assess the interrelation between the traffic
situation and the relative weights of the reasons of
failure. A mathematical model of approximate nature
allows to decide whether a traditional or a "repeated
attempts' model should be adopted in dimensioning parts
of a connection path. The data required for this are
only the carried traffic, the number of call attempts

and the holding times. The mathematical model presented
for '"repeated attempts' purposes assumes that the
investigated group has in spite of repetitions an Erlang
or Engset character with some fictitious offered traffic.
Other parts of the networks and the called subscribers
are algo considered. This model neglects reattempt times
but can take several failure type dependent perserverance
functions into account. Simulation tests have shown

that calculation results may be used in a wide range of
practical cases.
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A Method for the Calculation of Traffiecs Offered 142
to an Alternative Routing Arrangement.
Sagerhodm, B,

In planning multi-exchange networks the traffic distri-
bution In the network must be calculated for several
years ahead. For this calculation we need the existing
traffic distribution in the network.

In the Swedish network all routes are measured two times
each year. These measurements will give carried traffic
per route in erlang. One important task is to calculate
the part of the total offered traffic to each route which
constitutes direct offered traffic, as the offered
traffics to the routes are a mixture of both direct
offered traffic and overflow traffic from other routes.

The method in this report determines the different
offered traffics to an alternative routing arrangement

in such a way that the sum of squared relative differences
between calculated and observed carried traffic per

route is minimised.

Carried traffics are calculated .using the Wilkinsons
equivalent random method. The method is extended to
accept offered smooth traffics. The calculations are
performed using a standard iterative routine for mini-
mising a sum of squares. The initial values of the
offered traffics are obtained by a "backwards" application
of the Wilkinsons method.

A computer program has been written for all these
calculations and has been tested on several different
routing arrangements with satisfying result.

Dimensioning of Traffic Routes According to the 143
EERT-Method and Corresponding Methods.
Rahko, K.

In this paper the ERT, EERT, NDM and WDM dimensioning
methods are compared. It is proved that the NDM and
(E)ERT are valid dimensioning methods based on different
criteria The NDM is based on the time congestion
criteria. For EERT it is calculated values according to
time congestion (EERT-T) and compared both methods in
this case. Methods based on time congestion improve the
dimensioning of telephone networks on the basis of
overall grade of service because then the total congestion
can be determined as a sum of the time congestion in
successive routes. Whether the NDM is better than the
EERT can be proved only by measurements.

Dimensioning of Alternative Routing Networks 144
Offered Smooth Traffic.
Rubas, J.

This paper reviews the methods of dimensioning networks
employing alternative routing and discusses the use of
Binomial distribution model when the offered traffic is
smoother than pure chance. Instead of the Poisson-based
"equivalent random" method the more accurate direct
computation of overflow traffic moments is proposed. A
comparison is made between this and two other methods for
accuracy and convenience of computation. Sample dimen-
sioning graphs for full and limited availability trunk
groups are appended.

(This paper is printed in full on pp. 38-44)

Computations with Smooth Traffics and the 145
Wormald Chart.
Nightingale, D.T.

The paper presents an evaluation of the mathematical
expressions for overflow traffic when the number of
circuits assumes real quantities. Efficient computational
methods are given for evaluation of overflow traffic to
an arbitrary accuracy.

The resulting methods are applied to Wilkinson's equiva-
lent random theory (ERT-W) for both rough and smooth
traffics. A new ERT(ERT-N) is derived and applied which
avoids the iterative complications of ERT-W. An equiva-
lent binomial theory for rough and smooth traffics is

12

defined and results compared with the ERT's and exact
results. An equivalent random queue theory is defined
for several queue disciplines and a brief comparison
made with exact results. A directly computed Wormald
chart and a table of values for E(-1,A) and ¥(0,A) are
included where Y(0,A) = (31n F(N+1,A)/8N)N=_1—lnA.

(This paper is printed in full on pp. 45-52}

Modular Engineering of Junction Groups in 146
Metropolitan Telephone Networks.
Farn, J.P.

If a telephone network is designed so that each junction
route is dimensioned to the nearest circuit, then when

the network is re~dimensioned some time later to cater

for changes in point-to-point traffics the new design
would probably show that most of the routes should be
changed by at least one circuit. On the other hand, if
the network is designed so that each route is dimensioned
to the nearest preferred modular size (e.g. 5, 10, 15, 20,
etc.), then when the network is re~dimensioned some time
later for changed traffics, it is likely that only a small
proportion of routes would need to be changed. This

paper gives a comparison of circuit requirements and costs
for a real metropolitan network configured with different
choices of module size. The paper also includes compara-
tive statistics for different choices of module size on the
number of routes which would require a change in size at
the time the network goes through successive stages of re-
dimensioning to cater for the change in traffic with tine.
A strong case is made for the adoption of modular engineer-
ing as a design principle for metropolitan networks
employing alternative routing.

(This paper is printed in full on pp. 53-59)

FORECASTING METHODS

Forecasting Telephone Traffic in the Bell System. 211
Beain, N.D.

This paper describes the methods presently used by the
Bell System for forecasting telephone traffic. Summaries
of the forecasting techniques used for Central Office
switching systems, interoffice trunks, and operator

forces are given. A wide variety of methods are used
ranging from simple extrapolation to complex mathematical
models. Whatever method is used, it must be tempered with
informed judgement based upon an understanding of the
fundamental characteristics of the business and careful
analysis of all significant information.

An Econometric Forecasting Model of the Demand for 212
International Voice Telecommunication from Canada.
Khadem, R.

The purpose of this study'is twofold. Firstly, to focus
research on the determinants of demand for long distance
communications to overseas countries, to single out those
variables found to be significant in explaining demand,
and to estimate the functional relationships; and
secondly, to suggest a new approach to describing the
demand process. Previous researchers have analysed the
demand process by using a single equation to express the
relationship between the quantity demanded and its causes.
An approach entailing the estimation of a three-equation
system offers a far better approximation of the demand
process. This approach is referred to as the "access-
usage' approach.

Traffic Forecasting with an Inadequate but 213
Improving Data Base.
Turner, W.M. and Willett, R.B.

This paper deals with the production of forecasts of busy
hour traffic flows for exchange planning purposes. The
nature of traffic series is frequently such that estab-
lished forecasting methods are inappropriate. The paper
reviews the problems faced by British Post Office staff at
the local level and describes the methods being developed
to overcome them. The basic principle is one of computer
produced time trend extrapolation of traffic quantities
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and calling rates followed by reconciliation of
digcrepancies between related forecasts, to produce
estimates of levels up to 7 years ahead.

Use of Computer Programs for Trunk Forecasting. 214

Gitten, L.J.

The efficient design and operation of a network requires
the co-ordinated efforts of a great many people. In
order to gain high network efficiency they should be able
to take advantage of sophisticated traffic theories,
analyse and manage large quantities of data, and
co-ordinate their individual efforts. To accomplish this
for the more than 300,000 trunk groups which make up the
Bell System message network, it has been necessary to
develop a package of computer programs as part of a Total
Network Data System.

The four programs making up this package are the Common
Update System which maintains the records which describe
the network, the Traffic Data Administration System which
provides for storage, summary and screening of traffic
data, the Trunk Servicing Syscem which develops the base
year traffic loads and the Trunk Forecasting System which
calculates growth ratios and provides estimates of future
trunk requirements. This paper describes these systems,
with emphasis on their capabilities and their interfaces
with the people who must operate them. These programs
have currently been installed in more than half of the
Bell System's administrations with further conversions
scheduled.

NETWORK PLANNING AND DESIGN

Yngve Rapp - A Memoir. 221
Jacobaeus, Chr.

This paper briefly surveys the work of the late

Dr. Yngve Rapp who died on 12 March, 1976, at the age of
72. His work dealt almost exclusively with the planning,
dimensioning and construction of telephone networks. ‘He
has made many important contributions to this field,
which are briefly reviewed in this paper.

A Mathematical Model for the Long Term Planning 222
of a Telephone Network.
Bruyn, S.

This paper presents a mathematical model for the long
term planning of a telephone junction network. The use
of this model to minimise the cost of a network whilst
maintaining grade of service requirements at each time
period results in a large non-linear programming problem.
A dynamic programming algorithm to solve this problem is
presented and applied to a practical problem.

(This paper is printed in full on pp. 60-64)

Computer Aided Planning of the Telephone Network 223
of Rural Areas.

Caballero, P.A., Sole Gik, J., Knutsen, K.M. and

Hansen, 1,

A new computer program for the economic optimisation of
rural telephone networks and its application to a real
life planning study is presented. The paper first
analyses the experience gained with previous programs as
the starting point for the specification of the new
program. Next, the main characteristics of the new
program are described, including its input/output data
and logic. The first application of the program is a
planning study in Norway, which has a double purpose: to
make the planning study itself and to evaluate the appli-
cability of the program. Both subjects are analysed

in the last sections of the paper.
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Hypothesis of a Toll Network with Separate 224
Routes for First-Choice and Overflow Traffic.
Diano, G., Pallotta, P. and Masetti, G.

The paper develops the subject, dealt with previously, of
finding a hierarchical toll structure which would not
only be the economic optimum but would also operate well
in overload conditioms.

The structure envisaged, called book-network because of
the configuration of its routing chart, has the character-
istic of always keeping-choice and overflow traffic
separate by splitting up the trunk groups and the transit
exchanges.

Having defined the calculation methodology and established
the design of this new network, it is compared with the
traditional one from the point of view of costs and of
efficiency, both in design and overload conditions; the
latter are taken, for the sake of simplicity, as shortage
of circuits on high-usage or final trunk groups.

The comparison shows that the book-network is more
capable of guaranteeing, in overload conditions, the
handling of the traffic of the small relations but is
more expensive than the traditional network; however,
when it becomes necessary to split up transit exchanges
in operation the difference in cost becomes negligible.

A Nodal Route Switching Network Composed of 225
Standard Modules.
Grnimbly, J.L.C. and Smith, J.L.

This paper presents a form of nodal switchblock which
enables the blocking characteristics and pattern of
availability of a small switchblock to be extended to a
wide range of larger switchblocks. This principle can be
applied so that growth can be achieved withcut recon-
figuring previously established links and terminations.
The traffic characteristics of typical implementations
are examined and suitable applications for the switch-
block in communications networks are suggested.

Computer Aided Study for the Determination of the 227
Structure of the Algerian Long Distance Network.
Bethadj, A. and Caballero, P.A.

To define the long term structure of the Algerian long
distance metwork is the aim of the computer aided study
presented here. This paper deals with the methods used
to prepare the input information, the main emphasis
being placed on the traffic forecast procedures used.
Traffic sensitivity analysis and comparative studies of
alternative solutions are the major points discussed.
Conclusions are given for this particular study. Then,
general qualitative conclusions, applying to this class
of problems, are drawn from the study. The paper ends
with a short description of the optimisation program
used, including a discussion of its major algorithm.

ANALYSIS OF DELAY SYSTEMS 1

A Queueing System with Time-Outs and Random 231
Departures.

Wallsthim, B.

This paper presents a study of an M/M/n queueing system
whose customers may leave the queue or the server group
before service completion. These departures are governed
by the following assumptions:

(1) A customer's waiting time in the queue is limited by
a constant as well as by a random variable with
exponential distribution.

(11) The service given to a customer is limited by another
random variable with exponential distribution.

The model was developed as a tool for analysing certain
switching devices in telephone plant such as registers
and markers, under heavy loading conditions. Thus the
constant limitation of the waiting time may mocel the
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effect of automatic time outs while the random limitations
of the waiting and service times may correspond to the
events, when subscribers decide - for one reason or
another - to hang up before connection is established.

An extension of the model assumes individual constant
waiting time limitations for different customer streams.
This may be applied, e.g., to the queues in front of
register groups in transit exchanges, where different
time out settings can be used to give some traffics
higher priority than others.

Queueing Model with Regular Service Interruptions. 232
Fujiki, M. and Murao, VY.

This paper is dovoted to the study of delay which is
caused by regular service interruptions. In order to
evaluate delay in call processing programs in the
electronic switching system, a queueing model with many
priority classes is formulated. The significant assump-
tions of the model are that : 1) The highest priority
class is a pre-emptive priority class and arrives at a
single ‘service statlon at discrete and uniform levels.

2) The second and lower priority classes arrive at the
station in groups at uniform intervals, identical to
those of the highest class. 3) The service times of the
highest priority class follow a distribution which is
derived by the convolution of the unit distribution and
the negative exponential distribution. The service times
of the lower priority classes follow negative exponential
distributions. The means and the distributions of the
waiting and completion times for the second and lower
priority classes are derived. The results by calculation
are shown to be in good agreement with those by simulation.

Approximations for Certain Congestion Functions in 233
8ingle Server Queueing Systems.
Delbrouck, L.E.N.

A simple way to approximate the delay distribution in a
M/G/! system with first-come first-served (FCFS) or ran-
dom order of service (SIRO) queue discipline is to take
as approximation thereof the simplest distribution that
agrees with it in terms of two parameters - e.g. - the
first two moments - and admits the same heavy traffic
approximation.

On the other hand, M/G/1 busy period distributions are
too heterogeneous to admit such a simple minded treatment.
However, their residual counterparts share a number of
interesting properties with M/M/1 busy period distri-
butions and conditions are discussed under which the
latter may serve as two-~parameter approximations for the
former. We also discuss the representation of the M/M/1
busy period distribution as a probability mixture of
Erlang distributions of odd integer order which is
particularly well suited for computational work.

With regard to the FCFS delay distributions of M/G/1
systems, particularly when service time distributions are
discrete with finite support, the original simple
approximation may often be improved upon in a manner that
brings into play the influence of the service time
distribution without affecting the two-parameter match.

In conclusion, we discuss somewhat more involved appli-
cations of the two-parameter match in the estimation of
FCFS delay distributions in GI/G/l systems.

Queue Discipline NIFO for a Tree Structured 234
Generaligsed M/G/1-Queueing System and Its

Application (NIFO = Nearest In First Out).

Egenolg, F.J.

Certain tree structured switching networks can be treated
as a generaliged M/G/1 queue, where the gervice
discipline is characterised by the term 'Nearest In First
Out" (NIFO). In this queueing system the service times
are mutually dependent - a fact which aggravates the
mathemtical treatment of the model.

After discussing in detail the behaviour of the NIFO-model
several variants of the model are developed which differ
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in their tree structure and also in their "secondary"
discipline (FIFO or LIFO) supplementing the "primary"
discipline NIFO. The distributions and mean values of
the delay time, the service time and the number of calls
in the system are obtained by extensive simulation. As
a direct application the special multiplexor of a data
switching system is described.

Approximate Formulae for the Delay in the 235
Queueing System GL/G/1.
Kramern, W. and Lagenbach-Belz, M.

The general single server system GI/G/l has been
treated manifold, but only for some special cases handy
formulae are available. Very often exact calculations
are too cumbersome and sophisticated for practical
engineering, as well as upper and lower bounds generally
are too gross approximations.

Therefore the need was felt to support the traffic
engineer with simple explicit approximation formulae,
based on a 2-moments approximation.

In this paper such formulae are derived heuristically
for the mean wating time and the probability of waiting.

The quality of the formulae, which have been checked by
numerous comparisons with exact and simulation results,
is such, that within the most interesting range of
server utilisations from 0.2 to 0.9 the error is less
than 20% (typically< 10%) for all combinations of the
arrival and service processes characterised by the
following distribution types : D, Ea, EZ’ M, Hz.

By known relations, also simple approximations are
provided, e.g. for the variances of the associated
output processes, the first two moments of the idle
time distribution and the mean length of a busy period.

Analysis of Complex Queueing Networks by 236
Decomposition.

Kithn, P.

In this paper an approximate method for the analysis of
complex queuelng networks is proposed. The queueing
network is of the open network type having N single
server queueing stations with arbitrary interconnections.
There is only one class of customers (calls) which
arrive acc. to general exogenous arrival processes. The
service times of the queueing stations are generally
distributed. The analysis is based on the method of
decomposition, where the total network is broken up into
subsystems, e.g., queueing stations of the type G/G/1.
The subsystems are analysed individually by assuming
renewal arrival and departure processes. All related
processes are considered with respect to their first

two moments only. An analysis procedure is reported
which reduces the total problem to a number of elementary
operations which can be performed very quickly with the
ald of a computer. Numerical results are reported to
demonstrate the accuracy of the method. The paper
concludes with a discussion on extensions of the method.

Provision of Signalling Equipment According 237
to a Delay Criterion.
Johnsen, S. and Smith, J.L.

When a signalling system such as R2 allows a delay
between the request for signalling equipment, and that
equipment actually becoming available to handle a tele-
phone call, it would appear reasonable to adopt a

delay criterion for deciding the quantity of equipment
to be provided. That this is not generally done is due
to a number of reasons such as the absence of an agreed
network performance specification in terms of delay, the
difficulty of performing the calculations, and
uncertainty whether it would on balance be beneficial to
design a network in this 'way. This paper proposes a
number of performance criteria and examines the
consequences of applying them in a certain hypothetical
network, and against the background of conventional
electromechanical switching equipment.
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TRAFFIC DATA MEASUREMENT AND ADMINISTRATION 1

Traffic Data ~ The Need, Nature and Use. 241
0' Shaughnessy, 1.7,

This paper on traffic.data :

1) Explores the nature of the traffic function in an
Operating Telephone Company and demonstrates its
dependency on traffic data.

2) Reports on two studies carried out in Bell Canada
dealing with :

(a) The sensitivity of capital expenditures to the
accuracy of traffic data and forecasts.

(b) The use of time series and cross-sectional
analyses to produce more accurate switching
centre and administrative area forecasts of
traffic usage.

3) Emphasises the need - with the availability of more
and better traffic data - to re-evaluate current
service criteria and to develop new or revised traffic
theoretical approaches.

Extreme Value Engineering of Small Switching 242
Offices.

Barnes, D.H,

This paper describes a series of traffic studies and a
resulting plan to implement for small switching offices
mechanised dial administration and traffic engineering
using observations of extreme traffic values. The work
is an extensjion of that discussed by E. Wolman at the

7th ITC(11)which concerned the application of extreme-~
value distribution theory to the provisioning of line
concentrators. Small switching offices of 2000 lines or
less comprise more than half of Bell System buildings

and there are many times more customer switching systems
(PBXs). These offices cannot economically support
conventional measurement systems, but still a way to
collect and process data for accomplishing better service
and cost control is needed. The use of peak values fills
this need by greatly reducing both the equipment required
and the amount of data to be collected and processed. It
also makes possible engineering service criteria which
better reflect the customer's experience in using the
system.

The complexity involved requires the use of a computer.
Described is a fully mechanised data system, a simple
design of pollable central office hardware and a mini-
computer central control which can communicate with a
very large number of locations over a single data port
by polling each office just once a day or once a week
during low traffic periods. The computer has communi-
cation programs, an operating system, calculation
algorithmg and report formats which should furnish in a
fully mechanised manner the administrative and engineering
information needed for small offices.

Cost Effectiveness of Traffic Measurements. 243
Chin, Y.M.

This paper is concerned with the optimisation of the
method, where the data collected from a previous measure-
ment plays an important part in the measurement-dimension-
ing cycle.

As any traffic measurement is only an estimate of the
offered traffic, further usage of the data will result in
errors, directly caused by the sampling process. If the
sampling variance is known, this imprecision can be
allowed for in the dimensioning process. This adjustment
represents an additional cost penalty attributed to the
practicality of traffic measurements.

In this paper, it is assumed that the cost of the traffic
study is linearly related to the duration of the measure-
ment, The cost penalty is shown to be approximately
inversely proportional to the time spent in conducting
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the experiment. If we consider the measurement phase as
part of an investment, clearly, by choosing the traffic
measuring parameters, the return on investment can be
maximised.

The above concept is applied to the occupancy measurement
of a first choice high usage route in a simple triangular
alternative routing pattern. Qhe traditional network cost
minimisation technique and full availability working are
assumed. (This paper is printed in full on pp. 656-70)

Traffic Measurements and the Grade of Service. 244
Enke, T. and Rahko, K.

A lot of traffic measurements have been made in Finland
using various methods. The results of these measurements
are reported on the basis of the busy-hour, busy-period
and 24-hour day concept. The correlation between measured
traffic intemsity and the grade of service is discussed.

Several traffic measuring devices have been developed.
In this report, an automatic measuring device is
described in detail. The device enables the measuring
of traffic intensity simultaneously on several routes.
Traffic measurement results are collected in a memory.
Any desired measuring period may be selected, and the
output from the memory can be directly in the form of
mean values for desired traffic periods.

Accuracy Requirements Concerning Routine Traffic 245
Measurements, with Regard to Service Level

Objectives in Telephone Network and to Certain

Error and Cost Factors.

Parviala, A.

The task of routine traffic measurements is firstly to

check if the traffic needs are satisfied at the moment,
and secondly to give a basis for estimations concerning
the future development of the traffic and for plamns to

increase the number of lines in order to satisfy future
demands, too.

This presentation is a study of the error components
inevitably occurring in traffic measurements, in basic
data for prognosis and in planned operations, in relation
to the real need for lines, defined by the grade of
service aimed at, but not visible until later.

With examples based on statistics and special practical
studies it is chown which error components, if reduced,
primarily have the most significant effect economically.

This examination gives some guidelines as to the choice of

measuring methods sufficiently qualified for different
cases.

ANALYSIS OF DELAY SYSTEMS I1

Graded Delay Systems with Infinite or Finite 251
Source Traffic and Exponential or Constant

Holding Time.

Kampe, G. and Kihn, P.

The paper deals with single-stage delay systems of the
types M/M/n and M/D/n and single-stage delay-loss

systems of the type M/M/n-s both in case of full or
limited accessibility. Further distinctions are made
between single and multi-queues, ideal and real gradings,
and a finite or infinite number of traffic sources. Wait-
ing calls are served acc. to the disciplines FIFO,

RANDOM or LIFO.

Starting from known results, various systems are reviewed
systematically with respect to their stationary state
probabilities, characteristic mean values and waiting
time distributions. Curves of calculated results are
given and compared with simulations.

Waiting Time Distribution in Link Systems. 252
Haugen, R.B.land Osterud, H.

This paper deals with approximate calculation methods for
delay link systems with several input queues. The
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calculations are based on the idea of "equivalent

systems' where the link system is equated with :

(1) a full availability group, and
(ii) Erlang's ideal grading.

An equivalent system also includes an equivalent queueing
structure which might be completely different from the
original one.

The equivalent system i1s constructed to have the same
probability of waiting, W, as the link system. 1In the
latter case, W might be calculated from the modified
methods of Lotze or Jacobaeus, but the possibility of
improving the approximation for W is also suggested.
This improvement leads to a better approximation of the
mean waiting time tthan found by Hieber. Finally, an
equivalent queueing structure for the ideal grading is
constructed and approximate formulas for the waiting
time distribution are found.

A Network Flow Model Analysis of a Multi-Queue 253
Operator Service System with Priority.

Liu, J. and Kettler, D.A.

A multiqueue operator service system with server priority
is formulated as a bipartite congestive network flow
problem. The intensity of the intraflow on each arc is
dependent on the congestive conditions at each node.
Feedback equations are introduced which relate the
congestive conditions at each node to the intensity of
the intraflow on each arc. This network flow model is
transformed to a fixed point problem. It is further
shown that if the congestive functions associated with
each node of the network are continuous with respect to
load, then a fixed point zlways exists. For specific
load and server parameters, the fixed point is inter-
preted as the flow intensity on each arc under an
equilibrium state.

This mathematical model is applied to the traffic
characterisation of a large call distributor system
handling directory assistance calls. This particular
distributor allows a limited number of callg which are
blocked at the preferred server group to intraflow to
nonpreferred groups with an idle server. A preferred
group of servers primarily handles calls from a geo-—
graphical cluster of customers. Thus the preferred
server has a shorter serving time than a nonpreferred
server. Yet because of the intraflow capability, the
efficiencies of large team operation are retained.
Empirical data support the intraflow traffic character-
istics predicted by the mathematical model.

Through the use of this model the amount of intraflow for
each cluster to nonpreferred servers becomes a predict-
able quantity for a forecasted offered load and specified
server parameters. Thus, results generated by the model
become an integral component in the determination of the
minimum number of operators in each group required to
provide objective service to the customer.

Accuracy of Observed Mean Values of Waiting Times, 254
Queue Lengths and Proportion of Delayed Calls in
Markovian Many-Server Systems.

0Lsson, K.M.

By using formulas from renewal theory asymptotic approxi-
mations are derived for the variance of the observed
mean waiting time, mean queue length and proportion of
delayed calls during a given time interval in some
markovian gervice systems. Numerical results are given
for the M/M/c waiting systems.

Turfing - A Queueing Model for the Work Backlog 255
of a Telephone Repairman/Installer.
Segal, M.

Recent studies have demonstrated an increase in the
productivity and motivation of a worker when he could
claim a "thing of his own". . A trial is now underway in
which each telephone repairman/installer is assigned a
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well-defined geographical area - a "turf'. This paper
describes a model of the work backlog in a turf and
presents some results from the trial.

A Calculation Method for Link Systems with 256
Delay,
Villen, M.

In this paper an analytical method of calculating the
waiting time distribution in a multi-stage link system
is presented.

The paper treats a multi-stage link system with condi-
tional selection. The arrival of calls is assumed to be
of either the Poisson or Engset-Bernoulli type. The
calls finding congestion wait in a queue, for which
several alternative disciplines can be defined.

The calculation method is applied to two practical cases
with 3 and 4 switching stages respectively and the
numerical results obtained are compared with simulation
results.

TRAFFIC DATA MEASUREMENT AND ADMINISTRATION II

The Total Network Data System. 261
Buchner, M.M. and Hayward, W.S.

The increasing complexity of telephone networks and the
need for immediate information for network management

have increased the need for complete, processed data. No
longer can engineering judgement satisfactorily compensate
for the omissions and errors that occur when large

volumes of traffic data are collected and processed
manually.

This paper presents the concept of a network data system
and describes the Total Network Data System (TNDS) now
being constructed and implemented in the Bell System.
TNDS provides the capability for handling network data
from the source in the switching machine to the ultimate
user such as the network manager, network administrator,
or network engineer. New machines have been designed

for the acquisition and rapid dissemination of data; a
major part of the development effort has been in the area
of general purpose computer programs which transform raw
data into meaningful, validated network information. By
the end of 1976 the Bell System will be more than halfway
to complete implementation of TNDS.

Busy Hour Traffic Variations Determined from 262
Continuous Traffic Measurements.

Leigh, R.B. and Little, A.J.

Since January 1973 the UK Post Nffice has been using an
experimental traffic recorder at one of its medium

sized trunk exchanges which records the number of circuits
engaged minute by minute throughout the day directly onto
magnetic tape, thus producing actual information on
traffic flow. The paper describes the measurements

taken, indicates the aims and area of study, summarises
the results obtained, and enumerates any conclusions
reached.

The Rigorous Calculation of the Blocking 263
Probability and Its Application in Traffic

Measurement. B

Mina. R.R.

The first part of this paper deals with the theory for the
rigorous calculation of the mean and variance of the load
offered to a group of fully available trunks and its
blocking probability from the mean and variance of the
carried load.

The second part describes a concept for an inexpensive
traffic measuring system. The system 1s processor
controlled and makes use of the computing power of the
processor in calculating the mean and variance of the
offered load and its blocking probability from the mean
and variance of the load carried by a limited portion of
the trunks which are arranged to be used when all the
other trunks in the group are blocked or occupied. The
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system also includes facility for event count measurement
and for visual display of congestion in overloaded groups
as well as an indication of plant overprovision in under-
loaded groups.

a Study of Subscriber Dialled Trunk Traffic in 264
the Short Term.
Cole, A.C. and MacFadyen, N.W.

We present some preliminary results of a long-term
investigation into the day by day behaviour of telephone
traffic in the U.K., In particular, we introduce a new
method for describing and parametrising the all-day
traffic profile.

Customer Line Usage Studies. 265
Hartman, M.G.

Due to the impact that proposed rate structures and
technological advances are likely to have on telephone
traffic in the future, GTE has undertaken two customer
line usage studies in its domestic telephone operating
companies. In these studies, information is recorded on
each call made on individual studied lines. This informa-
tion is combined with customer data in downstream proces-
sing to produce a detailed call data base.

In this paper, the reasons that these two studies were
undertaken are outlined, the study plans and hardware
are described, the results of some preliminary analyses
are preseutéd and discussed, and future studies on the
data are described. In the results section, the distri-
bution of call arrivals and the distribution of message
holding times are analysed. In addition, some usage
statistics by class of service are derived and applied
to an analysis of load balancing techniques.

An Improvement in Traffic Matrices Calculation. 266
Marnin Mantin, J.1.

A statistical proceding for the treatment of the experi-
mental data is described, consistent in the application
of the method of maximum probability in order to obtain
the best values. Otherwise, this method can be easily
calculated with the help of a computer.

NEW METHODS OF ANALYSIS

Operational Research Methods in Traffic 311
Engineering.

Fujiki, M.

The purpose of this paper is to stress the importance of
operational research techniques in the solution of
problems encountered in teletraffic tneory. Methods now
in use in the operational research field are toc numerous
to permit their enumeration here, and therefore, this
survey is confined to optimisation problems.

In this review, some general optimisation techniques are
considered, togeiher with areas in which these methods
have been successfully applied. For continuous variables,
various gradient based methods have been used to determine
minimum cost configurations in multistage alternate
routing networks. Penalty function methads (e.g. the

SUMT method) have been successfully applied to the optimal
design of computer communication networks. For discrete
variables, integer programming has been used in the

design of multidrop line networks connecting remote
terminals to a central data processing centre. The
principles of dynamic programming have been incorporated
into models involving multistage decision processes.

The paper concludes with some comments on optimal control

problems and identifies areas which may benefit from
application of optimising techniques.
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On General Point Processes in Teletraffic 312
Theory with Applications to Measurements and
Simulation.

Tversen, V,B.

Earlier works on this subject deal mainly with Markovian
traffic processes, and they are based on the state
probabilities of the system considered. This paper
assumes the arrival process and the holding times are
stochastically independent, but place no restrictions on
the traffic process. A few basic elements of the theory
of point processes are mentioned.

The applied measuring principle is either a continuous
measuring method or a scanning method. We first consider
the measuring of a single time interval in an unlimited
and a limiced measuring period respectively, and we
achieve many new results. Then we analyse the traffic
volume or intensity by adding the calls occurring within
the measuring period. Previous results on the observed
traffic load are derived in an easy way, and furthermore,
the theory includes arbitrary holding times, arbitrary
scan intervals and intensity variations.

Applications of Processing State Transition 313
Diagrams to Traffic Engineering.
Gerwrand, P,

The likely adoption by the VIth Plenary Assembly in
October 1976 of the graphical Specification and Descrip-
tion Language (SDL) prepared by the CCITT's Study Group XI
offers potential advantages to teletraffic engineers.

This paper introduces the SDL, and suggests a general
scheme for the systematic application of the SDL to system
documentation, whereby the documentation required for
capacity studies can be generated as a natural part of the
system design process. The usefulness of processing state
transition diagrams in general, of which the SDL is a
special but important case, to both simulation and analysis
of traffic capacity is discussed.

(This paper is printed in full on pp. 71-83)

Decomposition Techniques for Evaluating Network 314
Reliability.
Fratta, L. and Montanarni, U.

In this paper an efficient technique to evaluate the
terminal reliability of a network consisting of unreliable
independent undirected arcs is presented. This technique
is an extension of the quite useful series-parallel
reductions to the case where it is possible to isolate
subnetworks of the given network connected to the rest of
the network through three or more nodes. It is shown that
this technique, based on recursive decompositinns, leads
to a linear computational complexity for any class of

"n-m structured" networks.

Uncertainty Model for an M/M/1 System. 315
Mizuki, M.

The author examined in his ITC7 paper the effect of
relaxation of probability axioms, whereby the additivity
would not hold.

An examination of uncertainty problems shows that a real-
isation, which is in strict sense fixed before and after
its observation, must satisfy the logfcal constraints of
inclusion and dichotomy. Certain sub-structures of a
Boolean lattice, called filters and intervals, are compat-
ible with these constraints, i.e., sets belonging to such
classes satisfy both inclusion and dichotomy. A probab-
1lity measure must always be defined with respect to a
Boolean algebra. When its domain of definition 1s reduced
to filters and intervals then the resulting restriction

of a probability measure no longer satisfies the probab-
ility axioms, and its additivity is replaced by partial
ordering.

The simple M/M/1 queueing model problem is examined using
the uncertainty theoretic approach as the main topic of
this paper. Instead of using the balancing equation of
birth and death process model, the queue size sequences
are directly analysed. This elementary approach is
consistent with the theory and yields results which are
in agreement with observations.
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Some Applications to Telephone Traffic Theory 316
Based on Functional Limit Laws for Cumulative
Processes.

Lindbengen, K.

Cumulative processes appear frequently in traffic theory.
If regeneration points in time can be chosen so, that the
intervals between those points are i.1.d. r.v.'s. and the
behaviour of the increments in the process over these
intervals also are 1.1.d., then we can call the process
cumulative. Let e.g. the beginning of each congestion
period be a regeneration point, then the total time
congestion in (0, t)fcan be studied as a cumulative
process, w(t).

Some results can be achieved from functional limit
theorems for w(t).

To apply those theorems some constants have to be known.
In simple cases they can be calculated, but in more
complicated situations simulation is more useful. To
illustrate the special technique and the advantages of
having the results in a functional form, we have chosen
some simple processes, where the norming constants are
known. Functionals, stopping times and especially the
random change of time method will be discussed. Applica-
tions to scanning processes are also given.

Average Number of Disjoint Available Paths. 317
Timperi, G.

The computation of probabilities associated with combina-
tions of events may be a laborious task due to a combina-
torial complexity. This kind of difficulty can often be
reduced by resorting to Boolean algebra and graph theory.
The computation of the average number of disjoint avail-
able paths is considered in the paper as a particularly
1llustrative example.

SUBSCRIBER BEHAVIOUR PROBLEMS

Comparison of Calculated and Simulated Results 321
for Trunk Groups with Repeated Attempts.
Gosztony, G.

Call attempts arriving to a fully available trunk group
could encounter the failures: congestion, no answer, busy
called party. The parameters as call set up times,
perseverance functions, distributions of reattempt inter-
vals were related to the types of failure and were
independent of their relative weight. All parameters were
derived or originated from measurements. Simulation with
average perseverances and reattempt intervals under-
estimates the harmful effects of repetitions. The
averages themselves vary as traffic and failure situations
are varled this should also be taken into account. The
state equations method, the assumption of an Erlang model
with fictitious traffic and the 8 = r~® approach with
constant a were examined. The two later models may be
used in practice with precautions, their generalisation
requires further investigations. To achieve more real-
igtic simulation studies the behaviour of the called
subscriber should be more precisely taken into account.

On the Interaction Between Subscribers and a 322
Telephone System.
Myskfa, A. and Aagesen, F.A.

A teletraffic system and the set of its subscribers may
be considered as two distinct subsystems of a complete
system including both. The two subsystems, which are of
quite different natures, are interconnected across an
interface, and this interconnection conveys mutual feed-
back signals to the two subsystems.

Previous publications have treated these phenomena from
theoretical as well as practical points of view. The
present paper concentrates on the fundamental statistical
parameters of the subscriber subsystems and on alter-
native models based on these parameters. Failure rates
and subscriber persistence are essential quantities, and
a study of these is carried out, based on mathematical
descriptions, including different effects of influence.
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The subscriber persistence and repetition intervals are
measured for different A-subscriber categories and for
different failure causes, by means of computerised data
recording equipment. Different mathematical models are
tested statistically versus experimental results
obtained by observations on real traffic.

The Configuration Theory. The Influence of Multi- 323
Part Tariffs on Local Telephone Traffic.
Kraepelien, H.Y.

Proper evaluation of usage sensitive pricing (USP) for
telephone service requires knowledge of subscribers'
behaviour pattern when subjected to different kinds of
measured tariffs. Total local revenue generated by a
subscriber population is the aggregate of payments from
each individual subscriber, which - in turn -~ is a
function of his traffic and the tariff. This paper deals
with the effect of the tariff configuration on individual
subscribers' local traffic. The term tariff configuration
refers to the geometrical pattern formed by tariff
components when the tariff is presented in a linear
price-usage diagram. The first part of the paper
contains ‘a graphical presentation of how a subscriber
logically reacts to different tariff configurations. In
this connection the concepts of equilibrium, diminishing
relative savings and incentive are introduced. Later in
the paper approximate mathematical functions for the
relationship between traffic and tariff are developed;
i.e. demand functions for local traffic.

Some Traffic Characteristics of Subscriber 324
Categories and the Influence from Tariff Changes.
Bo, K., Gaustad, 0. and Kosberg, J.E.

On the basis of data recorded from the telephone network
in Norway, a study upon subscribers' characteristics

has been performed. Some of the characteristics have
been examined for different subscriber categories, i.e.
PABX lines, business and residence telephones. The
influence from tariff changes upon the number of local
and long distance calls, conversation time and traffic
volume has been especially studied. In addition results
are presented from measurements upon the subscribers'
operation and reaction times.

Experimenting with the Effect of Tariff Changes 325
on Traffic Patterns.
Cohen, G.

GTE Service Corporation has undertaken to experiment with
exchange service pricing and to study the effect of
tariff changes on teletraffic patterns as a function of a
number of parameters including several demographic factors.
This is part of a comprehensive study to assess the
economic effect of introducing usage sensitive tariffs
for local telephone service. A review of experimental
désign and theoretical analyses, a description of the
field trial and experimental tariff, and certain general
empirical results to date are presented. Observations

of subscriber traffic characteristies under flat rate
pricing including intergroup traffic flows as a function
of time of day and the implied impact of usage sensitive
pricing are also presented and discussed.

TRAFFIC ENGINEERING COMPUTATION TECHNIQUES

A General Purpose Blocking Probability 331
Calculation Program for Multi-Stage Link Systems.
Kodaira, K. and Takagi, K.

An approximate internal blocking probability calculation
program is described, which has been devised to reduce
the procedure for practical applications and can generally
be applied to an arbitrary complicated case without
programming for the computation of individually derived
formula. The calculation is performed by giving only a
series of pseudo-instructions. The principle of the
method and the functions of each pseudo-instruction are
described in detail. Examples are shown to characterise
this program, utilised for the traffic design of
electronic switching systems development.
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Probability of Blocking in Non-Hierarchical 332
Networks.
Vestmar, B.

The subject of the péber is the probability of blocking
in non-hierarchical networks and related design and net-
work management aspects. The examination is based on a
method of calculating the probability of blocking in a
non-hierarchical network; it is assumed that (a) trunk
groups between switching centres in the network are
unavailable with some probability, p, and (b) the
probability of a switching centre being unavailable is
small and can be ignored. It is shown that the
probability of blocking between any two switching centres
can be expressed as a polynomial in p, where p is the
probability of a trunk group (link) being unavailable.
The terms in this polynomial depend on the type of net-
work, the relative location- of the two nodes, and the
number of route-classes allowed (the shortest routes
comprise one route-class between those two nodes, the
next -shortest routes comprise another route-class, and

so on). The method is applied to a grid network and
practical values for the probability of blocking between
nodes are obtained. These are discussed in detail and
on the basis of this discussion, practical considerations
relating to the design and management of non-hierarchical
networks are given.

Some Applications of Quadratic Programming to 333
the Calculation of Traffic Matrices.
Nivert, K. and von Schantz, C.

This paper describes three applications of quadratic
programming, i.e. minimisation of a quadratic objective
function subject to linear constraints, to the calcula-
tion of traffic matrices. Section 2 deals with the
problem of transforming an old traffic matrix into a
new one, the new row and column totals being fixed. 1In
Section 3 we devise a procedure by which a call dispersal
matrix can be transformed into a traffic matrix using
partial information about the latter. Finally in
Section 4 a method is developed by which a forecasted
traffic matrix is obtained using forecasts on the
number of subscriber per exchange and on a few large
traffic streams.

The essence of the given results is that the

calculated traffic matrices can be said to have the
specific property of minimising a given sum of squared
differences. The sum of squares is chosen so that a
small value seems highly desirable from a practical point
of view.

The application of these principles in the Stockholm
multi~exchange area is summarised in Section 5.

An Approximate Method of Calculating Delay 334
Distributions for Queueing Systems with Poisson

Input and Arbitrary Holding Time Distributionms.

Bear, D.

The paper describes a method of calculating approximate
delay distributions in terms of the first two moments of
the holding time distribution, when the standard deviation
is not greater than the mean, using standard dglay curves
based on constant and negative exponential holding time
distributions. The accuracy of the method is assessed by
comparison with exact computations for the Erlangian
distribution. The effect of the third moment on delay
distributions is investigated in relation to the Erlangian
and hyperexponential distributions.

On Point-to-Point Losses in Communications 335
Networks.
Butto, M., Colombo, G. and Tonietti, A.

Some analytic models for the calculation of groups and
point-to-point losses in overflow circuit switched com-
munication networks are presented. These algorithms

can be used with any routing plan and hierarchical or
symmetrical networks. Stage-by-stage or conditional
selection route control is adopted. Overflow and carried
traffics are characterised by mean and variance. The
calculation of the offered traffics takes approximately
into account the groups dependence. The results obtained

ATR. Vol Il No. 1. 1977

Abstracts

are compared with simulation results. The most accurate
models involve a 207 relative error on losses, hence
they are sufficient for most network designs and
performance investigations.

Transformed Probability Distributions of 336
Indetermined Form : Calculation Methods for

Moments of Arbitrary Order and Their Applica-

tion in Queueing Systems.

Schrediben, F.

The mathematical treatment of random processes often
affords the calculation of moments Mj by means of the
appropriate derivatives of a transformed distribution
e.g. the Laplace transform L(s) of p.d.f. p(x). The
application of this well known method might become
complicated, if the transform is a fractional function
L{s) = Ay (s)/Bo(s) and shows at s=0 the indetermined
form 0/0 which must be evaluated by the rule 1'Hospital.

The indeterminateness is assumed to be of m-th order
(m=0, 1, 2, ...). Based on a Maclaurin's series
expansion for nominator Ap(s) and denominator By(s) a
general formula and also a recursion formula are
developed which allow the exact calculation of the j-th
derivative.

L<j)(0) and thereby of the moment My (j=1, 2, ...). The
general formula makes use of Faz di Bruno's differentia-
tion formula. The recursion formula can be performed by
a universal computer program and is used preferable for
moments My of higher order, e.g. j 3. 1In order to
demonstrate the recursion method in an uncomplicated
case the moments Mj of the waitimg time and delay time
distribution of queueing system M/G/1 are calculated

for order j = 8.

Traffic Engineering with Programmable Pocket 337
Calculators.
Bretschneiden, G.

Programmable pocket calculators are shown to be a
practical tool for the traffic engineer. The author,
who has programmed the basic formulas of traffic theory
for these calculators, demonstrates their usefulness by
explaining some of the operating instruction charts.

TRAFFIC DISTRIBUTION IN THE NETWORK

Axiomatic Fundamentals for the Calculation of 341
Traffic Distribution in Telephone Networks.
Daisenbergen, G.

Let U be the total set of subscribers and A and B sub-
sets of U. The '"traffic from A to B' can then be
represented by a measure y(A,B) which has the following
properties : non-negative, limited, totally additive
with respect to A and B.

A general formal foundation for performing calculations
on traffic distributions is developed on this basis.

The characteristic properties of traffic distributions
as well as specific problems involved in the planning of
telephone networks and practical methods of solving them
are indicated in terms of this fundamental approach.

A typical example of a situation where this approach is
valuable is that where telephone exchanges are to be
rearranged. The traffic interrelations between the
exchanges of a network, usually expressed in the form of
a traffic matrix, only provide "supporting values" for
the measure y(A,B). By "interpolating' between these
values it is, however, possible to establish a complete
measute which approximates the true measure y(A,B). In
the case of a rearrangement of the exchanges, this
measure provides all the necessary information on the
nev traffic interrelations which result.

The Effects of Non-Uniform Traffic Distribution 342
in Switching Networks.
Hofstetten, H.

This paper deals with the phenomenon that in a switching
network the individual link groups between any two stages
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do not have a uniform traffic load. Such a non-uniform
load within the switching network can be due to the
following causes :

External causes: When subscribers and trunks are assigned
to the switching network, uniform
distribution of the load over the
individual matrices is not achieved.

Internal causes: The specific mode of operation of the
switching control.

The effect of non-uniformly loaded link groups on the
grade of service is analysed in four-stage switching
networks composed of two-stage link blocks. This effect
is always shown to be unfavorable. The influence of the
externally caused non-uniform load on the grade of
service of configurations employing the structure under
consideration is intensified as the mean load of the
links leaving the lst- and last-stage matrices increases.
With regard to the internmal causes it is important for
the switching control for outgoing traffic to be based
on a suitable strategy.

Peakedness in Switching Machines : Its Effect 343
and Estimation.

Heffes, K. and Holtzman, J.M.

Peakedness has been shown to have a degrading effect

upon performance of switching machines. Thie paper
reviews the effect of peakedness upon a class of electro-
mechanical switching machines (describable by GI/M/N
systems) and focusses on a method of estimating it.

One method of estimating peakedness is based on the
measured delay; one determines which peakedness could
have caused the delay. This method is desirable from
the point of view of directly measuring the effect of
peakedness upon performance. However, it can become
unreliable when the delays are low, as they normally
should be.

Another method (discussed in detail), applicable at low
loads is based on within-hour samples of usage. By
determining the variance-mean ratio of the number of busy
servers in a GI/M/N queueing system, a peakedness
estimation procedure is defined. Peakedness as a function
of holding time plays a role in interpreting the results.
Statistical accuracy of the procedure is discussed.

A Mathematical Model of Telephone Traffic 344
Dispersion in Some Australian Metropolitan

Networks.

Dunstan, A.W.

Analysis of measurements of point-to-point traffics in
telephone networks in some Australian State capitals
leads to a form of gravity model in which the explanatory
variables are radial distance and telephone service
density. The model is extended to estimate "own exchange"
traffic and to include an "adjacency factor'". A way is
suggested of forecasting point-to-point traffic flow
incorporating the influence of exchange parameters as
well as measurements of initial point~to-point traffic
flows.

(This paper is printed in full on pp. 84-91)

Analysis of Traffic Flows on Subscriber-Lines 345
Dependent of Time and Subscriber-Class.
Evers, P,

Results of a measurement in a local exchange in Berlin
(West) have been analysed. The dependence on the gained
parameters from subscriber-class and time of day is
discussed. As the data have been collected in one
exchange only, no results concerning the influence of the
local position of the observed subscribers can be
presented. The structure of the traffic generated by the
subscribers is described by the "call-mix" of non-blocked
attempts, the grade of perseverance, the repetition-times
after unsuccessful attempts, the holding times and the
distribution of calls over the time of day and over the
distance between calling and called subscriber. Some
ideas are added in which way the results can be applied
to optimisation procedures for telecommunicatfon networks.

NETWORK AND SYSTEM RELIABILITY

Evaluation of Reliability and Serviceability 411
in Communication Systems with its Applicatioms

to Network Planning.

Moni, H. and Teramuna, H.

With the development of information-oriented society,
communication systems have been expanding the capacity
and the functional abilities, and their responsibility

to the human society has become extremely large. To
design and operate such systems, in addition to the
conventional system engineering based mainly on efficiency
maximum or cost minimum, the new engineering is required
wvhere the effectiveness of the system in the given
environment is evaluated from various angles.

In this paper, the new concepts of system serviceability
is discussed and the measure to evaluate it on the
waiting time basis is proposed. By using this measure
overall system characteristic covering service quality
and reliability can be evaluated quantitatively. This
measure is formulated and its relations to conventional
system parameters are discussed when it is applied to
the very simple system, and then the serviceability of
practical telephone systems handling the hourly
distributed traffic is examined. As the results, the
useful empirical formula expressing the relations of
proposed measure to the conventional reliability para-
meters are obtained. Finally several applications are
shown to demonstrate the practicality of proposed
measure. It is concluded that the new aspects of
system engineering should be explored by introducing
new concepts as proposed here in the constructive and
admlinistrative works of large-scale communication systems.

A Study of Software Reliability. 412
Andensson, H., Peram, L. and Strandbeng, K.

The paper presents some new contributions to software
reliability models. Terms and definitions for software
reliability and associated concepts are proposed. The
authors discuss the possibility of taking special
properties of an SPC switching system into account. Based
on this discussion they propose mathematical models,
evaluate contributing factors and derive suitable
characteristics.

The model validation is treated in connection with a
case study.

Effects of Faults on the Grade of Service of 414
a Telephone Exchange.
Kaniuk, G. and Smith, J.L.

This paper discusses the Reliability of a Telephone
exchange in terms of two Stochastic processes. The first
process Xt describes the fault population in the exchange
in terms of the individual fault failure rates and fault
durations. The second process Y. describes the resulting
changes in the grade of service induced by the fault
population. The functional relationship Yy = g(X¢) is
used to discuss the frequency and duration of upcrossings
of Y¢ in terms of the individual fault failure rates and
durations on the assumption that fault durations are
negative-exponentially distributed. The general theory

developed is applied to an exchange with two faults.

On the Influence of Certain Typical Equipment 415
Faults on Grade of Service.
Jensen, E. and Toledano, F.

This paper 1s concerned with the traffic effects of
equipment faults causing changes in holding time distri-
butions on a per call and device basis. In particular,
the effect of so called killer devices, i.e. malfunction-
ing devices with relative short holding times will be
studied.

The types of systems considered are (a) full availability
groups with random hunting and loss, (b) link systems
with loss, (c) overflow systems with faulty primary
groups.
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Holding time distributions are generally unrestricted
however, some results are limited to neg. exp. distri-
butions. Calls are assumed arriving according to a
state dependent birth process.

Results are obtained in the form of stationary state
distributions and the more important associated traffic
parameters, such as carried traffics, call loss rates,
trouble rates, etc. Further, a fault-checking statist-
ical test on the number of seizures has been given.

Effectiveness Characteristics of Partly Disabled 416
Device Groups.

Andensson, H. and Strandbeng, K.

The paper presents formulas and methods for the determina-
tion of availability, trafficability and effectiveness
characteristics of partly disabled device groups. A
partly disabled device group is a group of devices, where
the occupations of a subset of devices are classified

as unsuccessful.

Certain fully accessible, randomly hunted loss, delay and
combined loss-delay systems are treated. Formulas and
methods are given for an iterative calculation of state
probabilities. The methods, when programmed on a computer,
give simple calculations to determine probability of

call failure, call and time congestion, mean waiting

times and other measures.

The methods presented are primarily intended for use in

the evaluation of alternative telecommunication system
design proposals.

OVERFLOW TRAFFIC MODELS

Some Formulae 0ld and New for Overflow Traffic 421
in Telephony.
Pearce, C. and Potten, R.

The description of telephone traffic by channel
occupancies leads, in a situation of repeated overflows,
to complicated equations for the juint distribution of
the numbers of occupied channels at the different stages
involved. We employ a prescription through the times
separating consecutive calls in the traffic stream,
which enables compound systems to be considered piecemeal.
Some specific formulae are derived generalising known
formulae and some general questions considered through
this approach.

(This paper is printed in full on pp. 92-97)

On Higher Order Moments of Overflow Traffic 422
Behind Groups of Full Access.
Schehren, R.

This paper deals with the calculation of higher order
moments of traffic overflowing from groups of full access.

For the factorial moments, the ordinary moments and the
central moments of such an overflow traffic, an elementary
derivation is presented which does not employ a trans-
formation by means of generating functions,

Furthermore, higher order moments of the traffic carried
in finite secondary groups are considered. Exact,
explicity formulae are derived for the facgorial, ordinary
and central moments of the traffic carried in a finite
secondary group of full access.

The presented formulae for higher order moments are
illustrated by numerical examples.

Mean and Variance of the Overflow Traffic of a 423
Group of Lines Connected to One or Two Link

Systems.

de Boexr, J.

Traffic overflowing from a group of lines connected to a
link network may be characterised by its mean and variance.
These moments can be expressed in the Poisson traffic
offered, the number of lines and the characteristic block-
ing quantities Py of the network., Pj is the probability
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that no one of 1 free lines is accessible from a given
free inlet of the network under given loading conditions.

The paper consists of two distinct parts. After a short
survey of basic formulas, the case of two link networks
is considered in the first part. Here some of the lines
are connected to one network with quantities Py 4 other
lines are connected to a second network with quéntities
Py ,i- By & random choice it is decided whether the
establishment of a connection should first be tried via
the first network or via the second. For this situation
the relations between the Py of the combined network and
the Pl,i and Pp,i are derived. It is shown that the
combined network may be treated as the case of one net-
work with quantities Pj.

In the second part of the paper approximations for the
mean and variance of the overflow traffic are derived
which are suitable for pocket calculators.

The Accuracy of Overflow Traffic Models. 424
Freeman, A.H.

This paper compares the equivalent random model for over-
flow traffic with two models based on the interrupted
poisson process. One of these models is considerably
more difficult to compute than the E.R. model but its
accuracy is much greater and it is useful as a reference
for comparing different models. The other is of
comparable accuracy to the E.R. model and in some
applications is more easily computed.

(This paper is printed in full on pp. 98-103)

Behaviour of Overflow Traffic and the Probabil- 425
ities of Blocking in Simple Gradings.
Kosten, L.

This paper essentially is a condensed and modernised
version of some of author's early work which is nearly
inaccessible due to war circumstances. A system is
studied in which several Poisson groups of sources each
digpose of a number of individual servers and, moreover,
jointly of a number of commons. In order to solve the
problems of the loss factors in this system, subsystems
are studied each comprising one group of sources with
its individuals and having overflow to an infinity of
commons (better called "secondaries' now, as there are
no competing groups of sources). Two formulae are
obtained for the distribution function of the number of
occupied secondaries in those subsystems. For the
original problem a (formal) exXact solution is obtained
as well as bounds to this solution.

Cyclic Overflow of Calls Offered to Subgroups of 426
a Full-Availability Group of Lines.
Jung, M.M. and de Boer, J.

Poisson-distributed traffic is offered to a full-avail-
ability group of lines according to the following
routing rule.

A group of N lines is split up into L subgroups of M=N/L
lines. Likewise, the total traffic A is split up into L
traffic parcels with intensity A/L. Traffic parcel no. i
is offered first to subgroup no. i. Calls which are
rejected by this subgroup are offered to subgroup (i+l)
mod L, and those calls which are rejected again are
offered to subgroup (i+2) mod L, and so on. A call is
lost if it is offered to all L subgroups without being
successful.

Offering rejected calls to consecutive subgroups is
accomplished by the control section of the system., For
determination of the load of the central control, the
following quantities are of interest :

- The overflow probabilities.
- The mean number of times that a call will overflow
before having success.

The present report gives methods for calculating these
quantities.
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Correlation Induced in Traffic Overflowing 427
from a Common Link.
Wilson, K.G.

Certain links in alternative routing networks are
offered independent streams of traffic from two or more
gources. Previously, the behaviour of this traffic has
been predicted using simulation or the equivalent

random method. An analytic model for this case has been
developed and can be used as a tool in investigating
traffic behaviour in alternative routing networks in
general.

This paper considers the moments of the traffic over-
flowing from the shared link and in particular the
covariance. The covariance is often assumed to be zero,
e.g. in simulation or else bypassed as in the equivalent
random method which considers the offered traffic as if
it were only one stream.

An iterative solution to the problem is given and an
analytic solution to a-special case, in which the
offered traffic is random, is derived.

(This paper is printed in full on pp. 104-107)

SIMULATION TECHNIQUES

Statistical Problems in Simulation of Tele- 431
communications Traffic Systems, Some Analytical
Results.

0Lsson, K.M.

A loss system in which the number of customers in the
system can be described as a birth and death process
with arbitrary birth and death intensities is considered.
For this system we derive formulas for the variance of
the number of loss ctalls, the proportion of lost calls
and the time congestion measured by continuous observa-
tion or by different scanning methods. For the Erlang
loss system an exact formula for the variance of the
number of lost calls is derived for the case when the
observations comprise a fixed number of calls.

For observations on the Erlang waiting system comprising
a fixed number of calls, formulas are derived for the
variance of the mean waiting time, the proportion of
delayed calls and the mean queue length observed when
calls arrive.

An Interactive Simulation System for Data 432
Communication Network Design ~ ICANDO.
ono, K. and Unranc, Y.

This paper describes the new interactive simulation
system (ICANDO) which was developed as a tool in planning
and designing data communication systems and data net-
works. The included are study background, model and
program description. This system is composed of several
computer programs using FORTRAN and GPSS, associated
data base and an interactive graphic display. We also
demonstrate how this proposed interactive simulation
system works for the problem. The paper concludes that
proposed hybrid simulation models which involve both
analytic and simulation techniques are highly effective
for evaluating communication networks and determining
the realistic design parameters with man-computer inter-
action.

Subcall-Type Control Simulation of SPC Switch- 433

ing Systems.
Dietrich, G. and Salade R.

The paper digcusses a simulation technique for switching
gystem control investigations which is characterised

by specific simplifications in the traffic model. All
call attempts are broken down into independent "subcalls"
like PRESELECTION, SELECTION, ANSWER, RELEASE; dialling
and signalling are represented as independent stochastic
processes.

The generally applicable modelling principles for SPC
type control systems, based on the subcall-type traffic
model, are being deseribed, taking the METACONTA medfum
size local switching system as a reference systesi.;

o
o

Advantages, drawbacks and application range of the sub-
call-type simulation technique are being discussed.

Typical simulation results are presented for a 20,000
line METACONTA exchange under normal load and two over-
load conditions that are described by call mixes.

ENTRASIM - A Real-Time Traffic Environment 435
Simulator for SPC Switching Systems.
Gruszeckd, M.

The real-time environment simulator provides a model of
the SPC switching system in all its complexity, using

the actual processors and software. The complete switch-
ing network, all signalling and peripheral control
devices and all other elements of the system are
represented by memory cells in the simulator. Initially
developed for software check-out in SPC systems of the
Metaconta family, the environment simulator has been
extended into a traffic simulation tool : ENTRASIM. This
system accurately models and simulates the SPC switching
machine and the external traffic environment viz. the
offered calls and event sequences within each call. This
new traffic simulation technique has promising applica-
tions in call handling capacity studies of SPC processors
and other traffic studies where an accurate representa-
tion of the switching system and its environment is
essential.

Traffic Studies of Message Switching Computers. 436
Thuan, L.D. and Bogner, R.E.

This paper studies prediction of the performance of
computer controlled store and forward message switching
systems, and hence the traffic levels and CPU utilisa-
tions which the systems can handle. The study is
carried by both analytical and simulation methods, and
the analytical results are found to be less accurate.
The simulation is also used to study the dependence of
response time on throughput.

(This paper is printed in full on pp. 108-115)

NETWORK MANAGEMENT AND SUPERVISION

Factors Influencing the Call Completion Ratio. 441
Riesz, G.W.

This paper begins with a brief description of network
call completion statistics obtained by special process-
ing of automatic message accounting data. In this

paper "completion" is simply the ratio of answered calls
to total attempts. Illustrative results are then
presented for the total U.S.A. telephone system and for
several individual Bell System operating companies.
Seasonal variations, residual month-to-month variability,
and problems resulting from abnormal traffic are
discussed.

It {is well known that the terminating customer's state
(busy/ does not answer) and the originating customer's
response when a call attempt is not successful (retrial/
abandonment are the major factors influencing call
completion percentages. Under present U.S. service
standards, these factors serve to mask network effects,
including blocking and equipment fallure. This paper
shows that the called party class of service distribu-
tion (i.e., numbers of residence, business, multiline
hunt, PBX lines, etc.) provides a basis for calculation
of an expected completion rate for each central office
in a large administrative area. A computer model which
has been developed to identify candidate offices for
potential completion improvement is described.

Procedures to detect the causes of low completion ratios
and possible methods of improvement are discussed. An
example of a significant shift in network completion,
resulting from a tariff change, is presented, and the
cost/effectiveness of completion ratio improvement
activities is discussed.
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Statistical Aspects in Detecting Critical 442
Traffic Conditions.
Minanda, G. and Tosalli, A.

This paper aims, in the first place, at contributing to
the solution of the problem of alarm criteria by attempt-
ing to demonstrate the desirability of expressing the
concepts of reliability and promptness of an alarm
criterion in statistical terms. This need should be
borne in mind particularly when the introduction of
automatic management of a network is envisaged, that is,
management without the assistance of trained and expert
operators.

Secondly the paper attempts to demonstrate the statist-
ical meaning of the basic concepts of reliability and
promptness by means of a very simple example, based on
the observation of the traffic handled by a group
controlled according to Sobel-Wald's sequential criterion
(12).

Lastly, the paper tries, by the use of simulations, to
show the delicacy of the assumptions which form the basis
for the definition of an alarm criterion drawing atten-
tion to the possible influences, on the results deriving
from the use of an oversimplified criterion, of various
aspects, such as the dependence of the observations, the
capacity of the group, the peakness factor, the critical
level of the situations to be identified as abnormal and
the transience of the abnormal situations to be
identified.

Concent - An Aid to the Business Management 443
of Telephone Networks.
Martow, G. 0'H.

A method to measure telephone traffic levels in remote
exchanges from a central location has been developed and
the technique has been applied to a medium sized metro-
politan network exceeding 200,000 subscribers. Six
continuous seven day (24 hour) traffic studies have been
carried out on this network over a 17 month period to
establish the value of, and to observe any trends in,
macro network traffic parameters. This paper discusses
the reasons for these studies and outlines the results
obtained to this stage. An interesting outcome has been
the relative stability of the weekly load factor, which
has important application for estimation of call earnings.
(This paper is printed in full on pp. 116-124)

Individual Circuit Measurements.. 445
Graves, R.D. and Pearnson, D.A.

The measurement of usage and event data on an individual
circuit basis is not new. However, recent hardware tech-
nology has made it economic to measure tens of thousands
of circuits and recent mini-computer developments have
greatly reduced real-time data processing costs. In
1971, this new "individual circuit/mini-computer" princ-
iple was first applied in trunking studies at New York
Telephone Company; since then, many small scale trunking
studies of this type have been performed throughout the
United States.

This report describes the first major installation of
individual circuit/mini-computer equipment for the full
measurement of all COE in a large step-by-step central
office (i.e. 10,000+ measurement points). Tha report
details the advantages of software versus hardware
grouping in terms of reductions in installation, admini-
stration and rearrangement costs; evaluates the benefits
of individual circuit measurements (ICM) for data valida-
tion; and contrasts the capability to identify inoperative
and defective plant vis-a-vis existing maintenance
procedures. Finally, it summarises specific areas where
individual circuit measurement techniques have improved
central office performance in terms of trouble report

frequencies, service observation results, and service
indices.
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NETWORK AND SYSTEM OPTIMISATION

Optimisation of Telephone Networks with 511
Alternative Routing and Multiple Number of

Route Group Channels.

Tsankov, B.

This paper deals with the optimal planning of the trunk
or junction network with alternative routing, when the
number of channels of each trunk group or junction group
is just multiple of a number z, i.e., the number of
channels is divisible by z. As a rule z is dependent on
used carrier system. This is a problem of significant
interest to the integrated switching and transmission
(IST) network. In the paper is demonstrated the
advisability of the organisation of alternative routing
in such networks. An analysis of the optimising problem
is presented. Calculation procedures suitable for the
economical planning on a computer are achieved by means
of the methods of the integer programming. Examples of
the numerical results are presented.

A Comparison of System and User Optimised 512
Telephone Networks.
Hawnis, R.J.

In a recent paper (Ref. 1) the principles of System and
User optimisation were introduced and discussed for
alternate routing telephone networks. (A System optimised
network design is obtained by minimising the total cost
of the network, subject to Origin to Destination grade of
service standards. A User optimised network design is
achieved by minimising the cost per erlang on chains

used by each OD pair). An algorithm for determining
these optimal network designs has been developed (Ref. 2)
which 1is based upon a modification to a well known non-
linear programming algorithm proposed by Wolfe (Ref. 3).

A mathematical model for dimensioning alternate routing
networks developed by Berry (Ref. 6) has been used in
conjunction with the optimising algorithm to obtain net-
work designs based on the two principles. The purpose
of this paper is to compare the two different network
designs obtained by applying these optimising principles
to the Adelaide Telephone Network.

(This paper is printed in full on pp. 125-132)

A Generalisation of Takagi's Results on 513
Optimum Link Graphs.
van Bosse, J.G.

We compare the congestion in multi-stage switching net-
works (with random path selection) by examining the
corresponding channel graphs. Takagi has shown that in
a suitably chosen group one can identify an "optimum"
graph, which has the lowest congestion. His proofs make
use of H8lder's inequality and depend on the assumption
that two or more link groups in the graphs have binomial
occupancy distributions.

We present an extension of Takagi's results by verifying
thelr validity without making ary assumptions regarding
occupancy distributions.

A Method for Determining Optimal Integer 514
Numbers of Circuits in a Telephone Network.
Bewy, L.T.M.

For a given telephone network, there exist many different
junction allotations which achieve specified overall
traffic congestions between each pair of exchanges. This
paper considers the problem of finding a Minimum Cost
network, that is, a network which satisfies the perform-
ance criterion at a minimum total junction cost.

Previous models have relaxed the integrality conditions
on junction numbers.

(This paper is printed in full on pp. 133-137)
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On Optimal Dimensioning of a Certain Local 515
Network.
Yechiald, U.

A group of m sources (telephone exchanges) is offering
traffic to a group of n local exchanges. From each
sources S; (k = 1, 2, ... m) there are Niy trunks lead-
ing directly to local exchange Ef (I =1, 2, ... n). A
call originating at Sy is transmitted first to local
exchange Ej with probability qpi (iqgy = 1). If the
call's destination is Ej (j = i) rather than E;, the call
is transferred from Ei to Ej.

For such a network, the optimal economic dimensioning of
trunks (i.e., optimal allocation of the Nkji's) is deter-
mined. It is shown that, for each source exchange, the
optimal dimensioning is to direct all trunks to a single
local exchange (which may differ for distinct sources).
This single local exchange is determined as a function of
the cost of trunks (i.e., distances) between the exchanges
and the load offered by the sources to the various local
exchanges.

A Probabilistic Model for Optimisation of 516
Telephone Networks.
Knishnan 1yer, R.S. and Downs, T.

In this paper a probabilistic model for a telephone
traffic network is developed. A system of state equations
is presented for the basic building block of an alternate
routing network and an explicit solution is given. From
this model, the blocking probabilities at any network
node may be readily obtained. As a consequence, it is
possible to formulate an optimisation problem for the
minimisation of the variance of the traffic arriving at
the x - tandem (subject to cost and any other required
constraints).

(This paper is printed in full on pp. 138-141)

DATA TRAFFIC PROBLEMS

Data Communications Through Large Packet 521
Switching Networks.
Keeinnock, L. and Kamoun, F.

The topological design and adaptive routing procedure for
computer networks becomes infeasible under their present
form as the number of network nodes grows. In this

paper we present, optimise and evaluate hierarchical
procedures to be used in the case of large networks.
These procedures are an extension of present schemes

and rely on a hierarchical clustering of the network
nodes. Models are developed to determine optimal
clustering structures which lead to a minimal routing
table as well as those structures which lead to a minimal
computational cost for the topological design. Both
optimal structures achieve enormous savings. The effect
of hierarchical routing on network throughput and delay
is also studied and demonstrates the efficiency of
hierarchical routing for large networks.

Evaluation of Traffic Characteristics of 522
Some Time Division Switching Networks for Data

with a Plurality of Speeds.

Inose, H., Saito, T., Wakahara, Y. and Fukushima, Y.

Keeping uniform spacing between data samples in time-
division switching network to handle data of various
speed, time slot assignment mechanism can be simplified,
and control memory cost can be reduced. Some time
division data switching networks for large and small
offices are shown and as a practically realisable
solution to improve traffic handling capability, the
primary rearrangement of low speed data is proposed to
accommodate high speed data. The blocking probabilities
for these networks without rearrangement and with
primary rearrangement are derived and through numerical
calculations, the effect of primary rearrangement is
evaluated.

Measurement and Analysis of Data Traffic 523
Originated by Display and Teletypewriter
Terminals in a Teleprocessing System.

Pawlita, P.

This paper describes results of data traffic measurements
at a general purpose time sharing system with moderate
load of technical and commercial tasks set by the users
Measurements in this field published so far deal mainly
with data traffic related to typewriter or teletype-
writer terminals. The present investigation treats data
traffic of a collective of buffered alphanumeric display
(CRT) and unbuffered teletypewriter terminals, half-
duplex connected by dialling lines at a speed of 1200,
200 resp. 110 bit/s.

Using a lately available high speed hardware monitor a
new method for data traffic measurement has been
developed : all input and output dialogue characters of
the active terminals passing the CPU-side interface of
the data transmission controller were serially recorded
on magnetic tape for further treatment. A special
program was developed to evaluate the recorded data with
regard to different time random variables dividing the
dialogue cycles into characteristic periods.

Some basic differences between display and teletype-
writer terminals are discussed. As one result it is
shown that the mean durations of dialogue cycles of
both types of terminals are approximately equal though
the mean values of some other dialogue segments are
quite different.

Modelling and Analysis of Store-—and-Forward 524
Data Switching Centres with Finite Buffer

Memory and Acknowledgement Signalling.

Bux, .

In this paper a queueing model for a data switching centre
within a store-and-forward switching network is developed,
in order to provide a tool for the dimensioning of such
networks. The model includes the finite buffer memory and
the control processor of the switching centre, as well as
the data channels (transmission time plus propagation
delay). Moreover, acknowledgement signalling is considered
because transmitted packets are stored in buffer until an
acknowledgement is received. Unacknowledged packets are
retransmitted after a constant time-out.

For exponentially distributed packet lengths a closed
form solution for the equilibrium distribution of queue
sizes is derived. This allows to evaluate performance
values of the system (buffer overflow probability, flow
times etc.). For constant packet lengths a simple
approach is given for estimating the most important
performance values. The approximation is checked by
simulation. Moreover an algorithm is proposed to analyse
iteratively whole networks with the ald of the developed
model.

Probability of Loss of Data Traffics with 525
Different Bit Rates Hunting One Common PCM-
Channel.

Katzschner, L. and Schellfer, R.

This paper deals with the calculation of the probabilities
of loss for data traffics with different bit rates, hunt-
ing one common data link, e.g. one PCM channel. This PCM
channel is divided up into subchannels, so a superframe
structure is obtained. A data channel for a data connec-
tion is constituted by allocating one or more subchannels,
corresponding to the bit rate, to this connection. This
allocation of subchannels to data connections is done
dynamically during call establishment. According to the
multiplexing techniques, two different principles of
allocating subchannels to one data connection are
consgidered : arbitrary subchannel allocation and regular
subchannel allocation.
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As the data traffics with different bit-rates suffer
different probabilities of loss, the paper investigates
means to obtain equal probabilities of loss for all

types of traffic. This is done by introducing a limited
availability for calls with lower bit rates. The paper
concludes with a comparison between the probabilities of
loss in case of the two dynamic allocation principles and
with the case of permanent allocation (separate "trunk-
groups for all types of traffic).

INTERNATIONAL AND I.T.U. STUDIES

Traffic Engineering in Developing Countries. 531,
Some Observations from the ESCAP Region.
ELedin, A.

Conditions for traffic engineering in developing
countries as regards difficulties in satisfying an ever
increasing demand for telecommunication equipment
services. Available technical and human resources to
face the problem.

The problem quantity or quality reflected in some typical
overloading problems. The importance of network planning
and study of subscriber dialling behaviour.

Formulation of how traffic engineers from the developed
world best can help the developing countries.

International Network Planning - Two Case Studies. 532
The Pan-African Telecom. Network and the Middle
East and Mediterranean Telecom. Network.

Engvalt, L.

During the period 1968-1976 two projects on international
network planning have been undertaken through the Inter-
national Telecommunication Union. The Pan-African Tele-
communication Network, embracing 30 countries in Africa
(principally south of Sahara), was the first to make
extensive use of computer calculation methods. These
were based on the principles of alternative routing with
economic comparison, explained in the CCITT GAS 2 Manual.
These principles refer to a local network of multi-
exchange configuration and had to be adapted to the

case of an international network for a large region.

The other project covers a region including the 20 Arab
countries together with seven other neighbouring
countries in Europe and Africa. In this study the
method previously developed for the Pan-African network
has been refined to include a large variety of cost
functions for possible transmission media to be selected
on the most economical annual cost per circuit basis.
The effect of time differences on international calles has
been considered by applying to the traffic input the
distribution function over 24 hours as presented in ITC
papers in the congresses in Munich and Stockholm. In
the selection of the most economical international net-
work, the introduction of a dedicated satellite system
for the project region has been considered as well.

Integration of Communication Satellite into the 533
International Networks; Planning and Economy,

Traffic Engineering.

Pernauw, W, and Ummonelt, W.

Today, there is a world-wide competition between cable
and satellite systems as reliable transmission media.

Ten years of experience in the operation of communication
satellites allow more accurate statements to be made on
an optimum use from the viewpoint of planning, operation
and economic efficiency.

Sections 1 and 2 of this paper include not only a brief
report on the growth rate of the telephone stations and
the development of the intercontinental traffic but also
a description of the operational and economical applica-
tion of cable and satellite systems to maintain an
efficient intercontinental telecommunication service.
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Section 3 deals with the maritime satellite (MARSAT)
system which is at present under development. It is
shown that in the case of multiple access to the N
satellite channels (all shore stations have access to
the N satellite channels) a proper technical solution
(no dual seizures on the operating and signalling
channels) is only possible when the switching system is
designed as a delay and loss system. Fig. 3.5-1 shows
the allocation of the number of waiting positions to
the number of satellite channels with given traffic
parameters.

The aim of the study outlined in Section 4 is a
comparison between the total costs of a satellite system
and the costs of a terrestrial network which would meet
the same demand for circuits but with conventional means.
The annual costs per circuit kilometer, which are a
specific value for each network, offer themselves for
the cost comparison.

Structuring of a Telephone Network with Alter- 534
native Routing but with no Hierarchisation of

the Centres.

Chapuis, R.J., Hofer, C. and Pernin, J.L.

This study is part of a more general one intended to
compare the costs of an international network with a
given grade of service between any pair of international
centres in two distinct situatioms:

(i) where the network is designed with systematic use
of alternate routing and without regard to any
particularism stemming from national considerations;

(ii) where a network is based on the sum of the
decisions peculiar to each of the countries it
connects, the decisions being guided by the
desire on the part of each country to maximise
the financial return derived from its inter-
national service.

These two policies for planning the intermational net-
work are likely to lead to very divergent results in
terms of the structure of the network. A comparison
between the North American network and the international
network in Eurcpe is instructive in this respect.

This is a theoretical study, but a sufficiently
representative model of an international network has
been used. The model of the international network is
represented by a square matrix with five rows and five
columns (i.e. 25 countries). A non-hierarchical net-
work has been assumed.

A revision of CCITT Recommendation Q.13 is to be
adopted for study by the VIth Plenary Assembly and the
present theoretical study could well contribute in this
context towards clarifying certain points concerning
the structuring of a non-hierarchical network.

LINK SYSTEMS

Wide-Sense Non-Blocking Networks, and Some 542
Packing Algorithms.
Smith, D.G. and Rahman Khan, M.M.

It is demonstrated that for a three-stage symmetrical
network, with one link between switches in successive
stages (i.es (m, n, r)), the number of middle switches

required for non-blocking cannot be less than 2n - %.

In addition, results showing the effect of a number of
packing rules on the internal congestion of a particular
network are presented.
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Blocking Probabilities for Connecting Networks 543
Allowing Rearrangements.

Hwang, F.K.

We consider connecting networks in which we allow existing
calls to be rearranged (rerouted) to accommodate a new
call, This capability exists, for example, in the net-
work of the recently proposed automatic main distribution
frame [ (2, 3, 4)] (vhere the need for switching live calls
does not arise). For practical reasons, we are
particularly interested in networks in which we allow a
fixed small number, say t, of calls to be rearranged.

The probability that a (random) new call is still blocked
even allowing t-1 rearrangements is defined as in the tth-
trial-blocking probability. When t is unlimited, then

the network is said to allow total rearranging. If a
network can accommodate any mew call under total
rearranging, it is said to be rearrangeable.

In this paper, we propose a model for computing the tth -
trial-blocking probability recursively for the multi-
stage Close network. The computational complexity of
this model is discussed and approximations suggested. We
also give various modifications of this model to fit
particular networks and possible extensions to more
general networks. Finally, some simulation results and
computer implementations of this model are mentioned.

Some Blocking Formulae for Three-Stage Switching 545
Arrays with Multiple Connection Attempts.
Mornison, M. and Fleming, P. {Jn.)

The performance of three stage link matrices is improved
by multiple marking control techniques by which the
various third stages are searched for an idle outlet of
the proper class. Matrices with low occupancies on the
inlets show greater improvements, but the most impressive
gains are found when the primary stages are square, or
provide expansion into the second stage.

Design of Mixed Analogue and Digital Switching 546
Networks.

Harland, G.

Modern common control switching systems invariably use
link trunking within individual exchanges whereas step-
by-step operation is still the normal way of working in
complete multi-exchange networks. The introduction of
common-channel signalling by means of inter-processor
data links, together with integrated digital switching
and transmission, provides a convenient opportunity to
review the arrangements for trunking multi-exchange
switching networks.

An approach to the design of efficient link trunking
arrangements and its application to multi-exchange switch-
ing networks 1s described. The impact of introducing
digital switching into such networks is considered and
possibilities for providing efficient multi-exchange net-
works having blocking probabilities substantially
independent of the number of switching stages, are
discussed.

Congestion in a Switching Network with 549
Rearrangement.

Boyd, J.C. and Hunter, J.M.

This paper extends the work of Akiyama and Ershov to
determine the probability of blocking for several
re-arrangement algorithms. Point-to-route congestion,

but point-to-point re-arrangement is considered in a three
stage Close network. The distribution over the route is
obtained by the use of a loss function. Simulation and
analytical results are given for each case over a range

of traffic.

Point-to~Point Selection versus Point-to-Group 541
Selection in Link Systems.
Lotze, A., Roder, A. and Thierer, G.

This is the third paper of a three paper study presented
at the 8th ITC.

The first paper /1/ derives the new and reliable PPL-
method for the calculation of the point-to-point loss in
link systems and presents guidelines for the dimensioning
of crosspoint saving link systems operating in the point-
to-point selection mode (PPS-mode). The second paper

/2/ shows that folded and reversed systems (so-called
one-sided systems) can be mapped into load and loss
equivalent two-sided ones. Thus, the calculation of loss
for point-to~point selection (PPS) mode as well as for
the point-to-group selection (PGS) mode can be performed
by means of the method PPL /1/ or the method CLIGS

/3,4/, respectively. The aim of this third paper is
to give the designers and field engineers criteria how to
judge and to compare some important properties of link
systems operating either in the PPS-mode or PGS-mode.

Investigations on Folded and Reversed Link 544
Systems.
Lotze, A., Roder, A, and Thierer, G.

This paper is the second of a three paper study presented
at the 8th ITC. The first paper deals with the point-to-
point loss in two-sided link systems /1/ . The third
one gives a comparison between the point-to-point
selection mode vs. the point-to-group selection mode

/2f .

This paper here deals with one-sided link systems. These
systems can be mapped into equivalent two-sided ones

with respect to their traffic behaviour. Thus, methods
for the approximate calculation of loss in case of the
point-to-point selection mode as well as for point-to-
group selection mode can be applied. A good agreement
between simulation and calculation is achieved in both
cases.,

"PPL" - A Reliable Method for the Calculation 547
of Point-to-Point Loss in Link Systems.
Lotze, A., Roder, A. and Thierer, G.

This paper belongs to a three paper study presented at
the 8th ITC; the other two papers deal with one-sided
link systems /1/ , as well as with the comparison
between the point-to-point selection mode versus the
point-to-group selection mode /2/ .

This paper here, being the basis for the other two papers,
presents the new PPL-method for the calculation of the
point-to-point loss in two-sided link systems. It uses
quite a new way of solution basing on the derivation of
an effective accessibility from a starting to a destina-
tion multiple. The calculated results for many various
structures of link systems with S=3, 4, 5 and 6 stages
are 1n good agreement with results obtained by simula-
tion. Regardless of the easy programmability, a selec-
tion of design diagrams is included. They allow the
direct design of a crosspoint-saving link system with
prescribed number of lines, carried traffic, and PP-loss
by reading off one set of parameters from the diagram.

S.P.C. SWITCHING SYSTEMS I

Traffic Calculations in SPC Systems. 611
Vitlarn, J.E.

One of the problems that nowadays demands considerable
attention from traffic engineers is the determination of
the call handling capacity of SPC switching systems.
This paper discusses four examples of new traffic
problems that have arisen with this new generation of
switching systems, and then addresses the problem of
defining processor capacity and discusses several
approaches to the dimensioning of a multiprocessing
system.
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A survey is given of the main analytical methods currently
employed for estimating the capacity of an SPC system, in
which both non-probabilistic and probabilistic methods

are covered. Following this, a brief discussion is given
of the principal techniques of system simulation currently
used to estimate SPC capacity.

Investigations on the Traffic Behaviour of 612
the Common Control in SPC Switching Systems.
Weisschuh, H., and Wizgall, M.

This paper deals with the investigation of the traffic
behaviour of the common control of an experimental PCM
switching system with stored program control.

An outstanding characteristic feature of the switching
system is extensive preprocessing of control information
by peripheral control unitg.

The investigations are done by simulation and calculationm,
resp. For simulation a model of, the entire switching
system is developed which includes a submodel for the
subscriber behaviour.

For calculation a simplified model of the common control
is developed and analysed. This model comnsists of a
single server system with batch input (variable batch
size) at equi-distant instants and service times accord-
ing to an Erlangian probability distribution function.
Each arrival causes a constant overhead phase in the
server.

Numerical results (obtained by simulation) show the
influence of the subscriber behaviour and of the pre-
processing functions on the performance of the system.
Furthermore, interesting traffic values for the switch-
ing system are given.

The Waiting-Time Distribution for Markers 613
and Other Peripheral Devices in SPC Switching
Systems.

Gerrand, P. and Guewreno, A.

The waiting-time distributions for calls at markers (and
other peripheral devices) are obtained for three design
strategies : direct interrupt, periodic polling and
complex polling of the marker., Analytical results are
already applicable to the direct interrupt case, using
the Crommelin model. The periodic polling case requires
fresh analysis fully described in this paper, to take
into account the limited accessibility of the program
serving the marker queue. The case of complex polling
was found to be too difficult for direct analysis, and a
simulation program was implemented to obtain the desired
results. The simulation model also serves as a check on
the analytical results for the periodic polling and
direct interrupt cases.

Conclusions are given concerning the values of the criti-
cal parameters that lead to significantly different
waiting~time distributions in the design alternatives.

S.P.C. SWITCHING SYSTEMS II

Methods of Estimating Central Processing 621
System Traffic Performances in SPC-Electronic
Switching Systems.

1toh, M., Nunotani, Y., Ueda, T. and Okada, K.

This paper describes suitable traffic performance estima-
tion methods for each switching program design phase :
fundamental traffic investigation in basic study of
switching program design, newly developed hybrid simula-
tion technique in the fundamental design phase, full-
scale simulation technique in the detailed design phase
and office load test in an actual system. These have
been developed and gradually made better in accordance
with the advance in designs of electronic switching
systems (ESS) with stored program control (SPC) in NTT.
This paper explains in particular detail hybrid simula-
tion technique and full-scale simulation technique with
respect to a way of composing a simulator, manpower and
time necessary for its composition, program size,
accuracy and flexibility.
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Traffic Problems within Mulitprocessor 622
SPC Systems.

Bradley, I.A. and McTidfin, M.J.

The particular traffic problem discussed is that of store
contention. This is a characteristic displayed by
multiprocessor systems when several processors compete
for access to the store modules. It has the effect of
reducing the processing power of large systems below that
which might be expected by extrapolation from smaller
systems.

An approximate method has been developed for calculating
the effect of store contention. The queueing time at
each store module modifies the arrival rate of store
accesses which in turn affect the queueing times. Thus
the solution is found from a set of simultaneous non-
linear equations which may be solved by iterationm.

Priority Models for Communication Processors 623
Including System Overhead.
Henzog, U.

Various scheduling strategies for communication processors
are discussed and uniformly described by means of the so-
called "Pre~emption Distance’.

Then, two types of communication processors are described:
processors with fully automatic (hardware) priority-
interrupt gystems and, secondly, -processors with software
controlled priority-interrupt systems. TFor both, queueing
models including Pre~emption Distance Priorities are
presented and analysed.

Numerical results show how software overhead influences
the characteristic performance values.

The paper contains the following sections

1. 1Introduction.
2. Classification of Pre-emption Distance Priority

Strategies.
3. Modelling of Communication Processors.
4. Analysis.
5. Numerical Results.
6. Summary and Outlook.
Analytical Study of Feedback Effects on 624

Processor Traffic in SPC Systems.
Haugen, R.B., Jensen, E. and Sanchez~Puga, M.J.

This paper is concerned with the interdependence between
various tasks which have to be performed by the processors
in an SPC system.

Principles of simplifications of the queueing processes,
which will allow investigations by anmalytic tools, are
presented for a one-processor system.

Further, the analytical technique has been demonstrated

on a special problem of estimating the waiting time
distribution for tasks with low interrupt priorities.

STATISTICAL ANALYSIS OF TRAFFIC DATA

Studies on the Probability of a Called 631
Subscriber Being Busy.
Lind, G.

The paper treats some models intended to describe the
losses of the traffic towards a group of subscribers,
where the losses are caused by the called subscriber

being busy.

First a model is developed describing the joint distri-
bution of the total number of incoming calls and the
number of lost incoming calls for a single subscriber.
The model is Markovian. The means, the ‘variances and
the covariance of this distribution are derived.

Then a method to perform calculations for a whole group
of subscribers is given, based on the model for a single
subscriber. The random quantity considered is the

proportion of incoming calls to the group of subscribers

: 27
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meeting with busy subscriber. A method is given to
obtain the mean and the variance of this proportion.
Some special cases are dealt with.

The loss in question is usually much greater than the
mean traffic per subscriber.

In measurements we have found, as an example, a mean
traffic per subscriber of about 0.04 erl., while the
proportion of calls meeting with busy subscribers amounts
to 15 - 20%. The main explanation of this seems to be
the skewness of the distribution of the subscribers'
traffic.

Finally is given a brief account of a theory of the same
principal kind as above, except that it is based on a
non-Markovian model for the single subscriber.

A Non-Constant Failure Rate Distribution in the 632
Conversation Time of Telephone Calls.

Nombela, L.F. and Pillado, J.M.

Traditionally, in traffic theory, it is assumed that the
negative exponential law is a good mathematical model to
estimate and approach the conversation time of both,
local and trunk telephone calls.

Its relative simplicity has been the main reason for its
acceptance in the conventional dimensioning methods.

Recently, the introduction of multiple and sophisticated
metering equipment in exchanges has provided information
enough to study the statistical law of this important
traffic parameter.

From several samples, with more than 20,000 local calls
each, taken from cross-bar exchanges, and more than
twenty samples, with more than 1,000 calls each, taken
from different kind of trunks in the Spanish Telephone
Network it has been tested with satisfactory results,
that the Weibull distribution is a much better model
than the exponential negative one to determine this
important traffic parameter. In this paper, different
methods to estimate the three parameters defining the
Weibull distribution are discussed. Here is also included
a computer programme writing in FORTRAN IV to calculate
these parameters.

The Variance of Observations on Markov Chains. 633

Songhwwst, 0.7.

This paper concerns the variance of observations on dis-
crete parameter Markov chains. It is assumed that
observations are made at a number of consecutive epochs,
each observation being a function of the state of the
system at that epoch, and it is required to find the
variance of the sample mean of the observations. Under

a geometric ergodicity condition on the Markov chain the
asymptotic form of this variance is shown to satisfy a
relatively simple equation which is solved for a range

of practical cases. The theory can most usefully be
applied to systems carrying telephone traffic by assuming
observations at the instants of call arrivals, and there-
fore giving results applicable to congestion measurements.
The main limitation of this application of the theory is
the need to assume exponentially distributed call holding
times.

Statistical Design of Load Balance Traffic 634
Studies.
Pedensen, 0.

This paper deals with the experimental design problem of
deciding how much data is needed for a traffic study to
determine whether or not dial office administration
objectives related to the maintenance of load balance of
equipment groups are being met with an assurance that
the risks of drawing wrong conclusions from the data are
under control. Procedures are presented for planning
tests based on the use of the studentized range of the
hypothesis that the range of equipment group loads or
other traffic characteristics lies within prescribed
limits. Least squares estimates of the standard deviation
of random effects are obtained by use of analysis of
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variance techniques. Range methods of estimating the
standard deviation are also presented for the purpose of
reducing the data processing needed for a study. Examples
are given to illustrate the methods.

Call Generation, Holding Times and Traffic Load 635
for Individual Telephone and Telex Subscriber
Lines.

Anderbeng, M. and Wikell, G.

With a minicomputer equipment, jointly owned by the
Swedish Telecommunications Administration and the

L.M. Ericsson Telephone company, extensive measurements
have been carried out on individual subscriber lines.

This paper aims at describing the fundamental parameters
for traffic, calls and holding times and their inter-
action. Some traffic profiles are given and the paper
gives a description of how unsuccessful call attempts
are repeated in telex traffic. Attention is also drawn
to the fact that during a busy hour only about 20-30% of
residential telephone subscribers are active.

A Modified Chi-Squared Test for Computer 636
Simulations of Telephone Switching Networks.
Peterson, M.M.

A problem that arises in assessing the results of computer
simulations of telephone switching networks and in
comparing them with simplified mathematical models of the
same networks is the determination of the equilibrium
distribution of the number of busy circuits in a group
which may be a small part of a complex whole.

The traditional means of determining whether or not a
particular distribution, such as the Erlang, the Engset
or the Bernoulli may be considered appropriate has been
to take single observations of a simulation so widely
spaced in time as to be at least approximately independ-
ent. These observations are then used to perform a
traditional chi-squared test of goodness of fit to the
proposed distribution.

In the paper it is shown that if the total times during a
simulation run in which r out of a group of n devices are
busy are observed (for r = 0, 1, 2, ..., n) and if
standard assumptions are made about the nature of the
stochastic process of call arrivals and terminations, then
a simple algebraic function of these observations has an
approximate chi-squared distribution and may be used to
test hypotheses about such distributions in the same way
as the traditional test. The new test makes use of the
whole time of the simulation run and can lead to a marked
saving in the run length needed in order to reach a
decision,

REPORTS

Report of the Working Party for the Documentation of the
First Six International Teletraffic Congresses.
de Lange, S.J. 641

This report briefly reviews the activities of the
Documentation Working Party between January 1973 and
May 1976. The main task was to select 10 reference
libraries in the world which would be prepared to hold
complete sets of papers from all ITC's and supply copies
to bona fide research workers. This has been done and
the co-operating libraries have been supplied with
complete sets of past ITC proceedings. The names and
addresses of these libraries are given in Appendix B of
the report; also included (Appendix A) is the financial
statement covering the whole six years of the Working
Party's operations.

Report of the Working Party on Teletraffic Training.
ELldin, A, 642

This report reviews the activities of the Training
Working Party since the last ITC and also gives a brief
survey of traffic engineering courses and seminars in
which ITC delegates participated as lecturers. The report
notes the demand for teletraffic training in the
developing countries and suggests how to meet it.
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Equivalent High Usage Circuits and Their Application in
the Analysis and Design of Local Networks Employing

Alternate Routing
J. S. HARRINGTON

Telecom Australia, Perth, Australia

ABSTRACT

The cost of routing traffic between origin and destination exchanges
employing alternate routing can be expressed in terms of the direct route
alone by adding to it a number of circuits to equal the cost of routing the
traffic, overflowing from the direct route, over the alternate routes of the
network. EQUIVALENT HIGH USAGE CIRCUITS, the sum of the
actual and additional direct route circuits, are shown to be functions of
offered traffic, marginal occupancy (sometimes referred to as cost factor)
and efficiency of the traffic switching machine. Tables of equivalent high
usage circuits, for a range of marginal occupancy values and covering both

full and limited availability trunking with various lirk losses, are presented.

Examples are given in the use of the tables for optimisation of availability,
comparisons of switching equipment and local network analysis. Curve
fitting equations, relating actual and equivalent high usage circuits to
pure chance offered traffic with marginal occupancy as parameter, are
given for full availability trunking.

1. INTRODUCTION

The alternate routing of telephone traffic in local networks is a practice
widely employed by telephone administrations in providing communica-
tion between telephone exchanges in the most economic manner. As the
name implies more than one traffic route is generally provided between
origin and destination exchanges. Calls are offered first to the most
economic route and when it is congested they overflow onto an alternate
route; further alternate routes selected in pre-determined sequence may
be provided.

Alternate routing design is concerned with determining the number of
circuits on each traffic route to achieve a minimum cost solution in
switching each origin/destination traffic parcel. To this end alternate
routing optimising equations, that allow the network to be designed in an
orderly manner, have been established.

These equations specify a traffic property of the direct route that enable
the number of circuits on the route to be determined. As the number of
direct route circuits will result in the minimum cost solution of switching
the origin/destination traffic parcel, it can be reasoned that the routing
cost should be known at this point rather than at the completion of
dimensioning the network when alternate route costs are apportioned to
the direct routes. By combining the direct and alternate route circuits to
form an equivalent -number of direct route circuits (EQUIVALENT HIGH
USAGE CIRCUITS) the routing costs can be expressed as a single cost.

There are considerable advantages in having the routing cost as a single
component because, when comparing the economic advantages of one
type of switching equipment against another or of different network
designs (Tandem exchanges — number and location), it is the total cost
of switching each traffic parcel that is important. Without exception it
will be found in these cost comparisons that the cost variation in the
alternate route cost component is significantly larger than the cost
variation in the direct route cost component.

The parameters used in the calculation work of this paper were chosen to
suit the link trunked Ericsson ARF 1GV Equipment, both two and three
stage. The results can be applied however to other link trunked switching
equipment and to full availability switching machines.

2. ALTERNATE ROUTING OPTIMISING EQUATIONS

In the derivation of alternate routing optimising equations the method
presented by Dr C.W. Pratt (REF. 1) is foliowed closely.

Consider the alternate routing pattern of Fig. 1. The diagram shows only
that segment {of a whole network) which takes part in the routing of
traffic from an origin | to a destination J. Route 1 is the direct route and
as it is the most economic route the |1J traffic parcel is offered first to it.
Route 2 is the first alternate route and has offered to it the overflow

A.T.R. Vol 11 No. I, 1977

traffic from route 1. Routes 3, 4 and 5 are final routes and are dimen-
sioned for low congestion.

FIG. | ALTERNATE ROUTING PATTERN

Assume A is the pure chance |J traffic parcel offered to Nq circuits on
route 1 and overflowing traffic aj, which, along with other overflow
traffics from direct routes from origin | to other destination exchanges
parented on tandem exchange Y, is offered to route 2. Not all of this
traffic is carried by route 2 and ap is that component of a1 which over-
flows and is offered to route 3. As routes 3, 4 and 5 are dimensioned to
provide good grades of service traffic ap can be assumed to be carried by
routes 3 and 4 and traffic a; by route 5. Circuit quantities Np, N3, Ng
and Ng on routes 2 to 5 respectively are required to carry the |J overflow
traffic component. The circuit quantities N4, No........... Ng are consid-
ered to be continuous variables and may therefore be non integer. The
cost of routing the IJ traffic parcel is given by,

C=CyNy +CoNg+ CaNg + ChN4 + CoNEB ..ottt (4D
where C is the total cost and Cq, Co............ Cg are the costs per circuit
onroutes 1, 2............ 5 respectively.

Assuming a minimum cost solution exists any change in N1 or No, effect-
ing changes in N3, N4 and Ng (congestion standards to be maintained},
increases the routing costs.

Consider that part of Fig. 1 bounding routes 2, 3 and 4 as shown in Fig. 2.
The overflow traffic a1 is offered to No circuits and traffic ap overflows
onto routes 3 and 4.

FIG.2 PART OF ALTERNATE ROUTING PATTERN OF FIG. |

The cost of routing the offered traffic aj from | to Y is given by,

COST = CyNp + C3N3 + CgNg

The cost is a function of one independent variable Ny since if Np is
chosen, N3 and Ny are adjusted to maintain the congestion standards.

For the cost to be a minimum the rate of change of cost with respect to
No, aj being fixed and No being > 0, must be zero.
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SCOST ] Ng
Hencea Ng =0=Ca.1+ Cg;#léN +Ca 3——)

_ 332 AN4 dag |
0=Cz+ C3L; EB{‘)NZ & a2 JE4IaND] @g o (4)

Where E£3 and E4 are the grades of service of routes 3 and 4 respectively.

The -following quantities” are now defined for a route of N circuits
offered traffic A and carrying traffic Ac at a grade of service E :

. A 3a
= el o
Marginal Occupancy = H L\N )

AN A
where a is the overflow traffic (a = A - Ac)
The marginal occupancy of a route is the rate of change of the traffic

carried with- respect to the number of circuits when the offered traffic
is held constant.

Marginal Capacity = B L)N)E

The marginal capacity of a route is the rate of change of the offered
traffic with respect to the number of circuits when the grade of service
is held constant.

Equation (4) then becomes,
~ 1 1
0=Cp+C3 5 (—=Ho) + C4B—4 (=H2)

. L2_6C3,C
e 83+B4 ....................................................................................................... {5)

This is an optimising equation as, in H, it determines the rate of change .

of carried traffic with respect to route 2 circuits. The marginal capacity
B is dependent more on the grade of service standard and the efficiency of
the switching machine than the amount of offered traffic (see Section 5)
and so over a small range of offered traffic B can be considered constant.
This leads to two important results:

(i} Thevalue of H) can be estimated fairly precisely.

(il N3 = ap/B3 and N4 = a2/B4 (The accuracy is quite good
because a2 is small.}

Equation (2) thenbecomes,
COST = CoNp + C3 ag +Cq 382

= C3, Ca)
CoNp +ap B3 3_4)

=CoNg + 62% {from equation 5}

The dimensions of ap/H2 = circuits and the term

N7 4282 ) becomes equivalent route 2 circuits = Noeq which is a contin-
uous variable.

As the term direct route does not distinguish between a route dimen-
sioned to a grade of service standard or to a cost factor criterion, routes
dimensioned to the latter will be termed high usage routes. Routes 1 and
2 of Fig. 1 and route 2 of Fig. 2 are therefore high usage routes. Neqis
then titled ‘Equivalent High Usage Circuits’.

Using Noeq in place of Fig. 2 reduces Fig. 1 to,

FIG. 3 SIMPLIFIED ALTERNATE ROUTING PATTERN OF FIG.]

30

Cost equation (1) reduces to,
C=CINT + C2N2eq + CENB .ot (7)

The cost C is a function of one independent variable N1 since if N1 is
chosen N2eq and Ng must be adjusted for the change to the overflow
traffic a1.

For C to be a minimum and N1 being >0,

3C

il c11+02(_@ + cgldls

N1

0=C1+C2r’331 )Hz[é—_)A L )E5(§ ] ................................. 8

A new quantity appears in this expression and will now be defined.

d
N2eq) Ha

Equivalent Marginal Capacity = Beq =

The equivalent marginal capacity of a high usage route is the rate of
change of the offered traffic with respect to the equivalent number of
high usage circuits when the marginal occupancy is held constant

Equation (8) then becomes
0=Cq1+ Cz-—( H) + Cs—( —H1)

& _C G
H1 B2eq Bs

This also is an optimising equation as it enables H1 to be determined.
B2eq. the equivalent marginal capacity of route 2, is more dependent on
the value of Hp and the efficiency of the switching machine than the
amount of offered traffic (see Section 3) and can therefore be estimated
fairly accurately. H1{ can be estimated to a good degree of accuracy and,

N2eq = a1/B2eq and, as before N5 = a1/Bg

Equation (7) then becomes

gaill
Bs

Co2 |, Cq
= + (——e-d
CiNy + Beq B

=CiNp + C1BT11 {from equation 9)

C=CiNy + Cop—40 52

Using N1eq Fig. 3 is reduced therefore to a single high usage route of
N1eq circuits. Nieq is a function of A, H1 and the efficiency of the
switching machine.

The result of equation {11} is a very important one for it enables the cost
of routing the IJ traffic parcel to be determined from A, H{ and the
efficiency of the switching machine.

The optimising equations for the alternate routing pattern of Fig. 1 are
given by equations (5) and (9). These are,

Q2.5 and .92 .G
Hp B3 Bg H1 Bzeq B5

Two alternate routing patterns of greater complexity as used in the
Australian local network are briefly studied in Appendix 1.

3. CALCULATION OF EQUIVALENT HIGH USAGE CIRCUITS

The Geometric Group method {Ref. 2) was used to calculate the
moments of the overflow traffic for both the full availability case and
a range of limited availabilities with various values of link congestion.
The availabilities chosen were 80, 60, 40, 30, 20, 10.and 5; for each
availability seven loss probability values were chosen to suit the Ericsson
Group Selector (ARF—GV).

Inlet loadings of 0.5, 0.6, 0.7 and 0.8 erlang/inlet for the two stage GV

and link ratings of 50, 60 and 70 for the three stage GV result in
probabilities of meeting interna! blocking in accessing the last free outlet
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in a group, not employing interconnecting or commoning, of,

12 14 16

10 12 14 and L8 respectively for the two stage GV,
3" 3" 3 3 and

(0.5)5, {0.6)5 and (0.7)5  respectively for the three stage GV
With the three stage GV, as the probability of interna!l blocking is a
function of the average link occupancies, b and c, of the second and third
stages respectively (internal blocking = f (b+ c - bc)), it is convenient to
use a single term ‘Link Rating’ to describe the blocking probability. (Link
Rating= 100 (b + ¢ - bc}).

Although of special significance to the ARF—GV the values of loss
probability and the associated calculations are of general use and can
be applied to other link trunked switching machines. Switching machines
employing grading but without link loss are also covered.

Within each availability range nine circuit values were chosen. These were
related to the availability, being,

06, 08, 1.0, 1.4, 1.8, 22, 2.8, 3.4 and 4.0 times respectively the
value of availability.

For each combination of availabifity, loss probability and circuit value
offered traffics necessary to give marginal occupancy values of 0.1 to
0.8 in steps of 0.1 and grades of service of 1/200 and 1/500 were
determined. The method of calculation, by computer, was to range the
offered traffic to first encompass the values of marginal occupancy and
grade of service and then determine the required value of traffic by a
method of successive approximations. In Table 1, which shows a sample
of the computer output, MQ is the availability and P the Geometric Group
parameter.

TABLE 1 DETERMINATION OF A FOR SET VALUES OF H AND G.O.S.

MQ = 20 N =20 LINK RATING = 70

FOR N=19,20 & 21 P=0.1530,0.1681 & 0.2077 fﬁEQ'D VALUES

A a,N=20 da,N=21 |da,N=19 H H A
34.00 | 15.2278 | -0.8469 | 0.8804 | 0.8637 0.10{12.69
31.00 | 12.4353 | -0.8157 | 0.8541 | 0.8349 0.20]14.40
28.00 | 9.7189 | -0.7714 | 0.8163 | 0.7939 0.30(15.87
25.00 1 7.1223 | -0.7063 | 0.7600 | 0.7332 0.40(17.34
22.00 | 4.7223 | -0.6083 | 0.6733 | 0.6408 0.50118.98
19.00 | 2.6513 | -0.4629 | 0.5391 | 0.5010 0.60{21.00
18.60 | 2.4101 | -0.4395 | 0.5167 | 0.4781 0.7023.77
16.80 | 1.4556 | -0.3250 | 0.4033 | 0.3642 0.80128.38
15.20 | 0.8126 | -0.2182 | 0.2897 | 0.2539 60S
13.80 | 0.4223 | -0.1330 | 0.1908 | 0.1619 1/200|10.84
12.40 | 0.1830 | -0.0670 | 0.1060 | 0.0865 1/500 9.81
11.20 | 0.0740 | -0.0305 | 0.0533 | 0.0419 i
10.20 | 0.0294 | -0.0133 | 0.0255 | 0.0194

9.20 | 0.0097 | ~0.0048 | 0.0101 | 0.0074

The marginal occupancy value the rate of change of carried traffic
with respect to route circuits, the offered traffic being constant - was
determined by averaging the change in overflow traffic one circuit either
side of the nominal value. The curve of Fig. 4 was found to be typical
and the marginal occupancy calculated by this method is in close agree-
ment with the correct value.
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Equivalent high usage circuits are then determined using the relationship
established earlier in section 2:

a
Nteq = N1 +?11

The relationships between Neq and A the pure chance offered traffic
for full availability trunking and several values of limited availability
trunking with various link losses are illustrated in the graphs of Fig.'s
5 and 6 respectively.
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The equivalent marginal capacity Beq the rate of change of offered
traffic with respect to equivalent high usage circuits, H being constant

is given by the inverse of the stope of the curves depicted in Fig.'s
5and 6. For the full availability case the change in the value of Beqg with
respect to the change in the offered traffic is not great while for the
limited availability examples Beq is markedly constant over the range of
traffics shown and these normally apply in practice.

From each data set of nine high usage circuit values sufficient data was
available to prepare tables of the relationship between Neq and A (avail-
ability, link congestion and H as parameters). For convenience the
tables were constructed showing Neq in two components.

(i)
{ii)

That number required for full availability trunking.

The additional number required because of switching
machine inefficiency.

Part of the table of equivalent high usage circuits for marginal occupancy
value 0.5 is reproduced in Table 2. It is seen that,

(i) Link rating of 50 for the three stage GV is very similar to
the zero link loss graded case,
(i) the additional number of Neq increases as the probability
of link congestion increases and the availability decreases.

TABLE 2 EQUIVALENT HIGH USAGE CIRCUITS, Neq (H=0.5)

TABLE 3 EQUIVALENT HIGH USAGE CIRCUITS, Neq (MQ=10)

r TOTAL
FOR

FULL

AVATL

3=
-

ZERO
LINK
CONG

50

60

'3' STAGE GV
LINK RATING

70

'2' STAGE GV
INLET LOADING

0.6

0.7

16.
1573
14.
13.
123
2%

79
81
99
55
83
05

10

COoOO0CcCOO
O~ WN

14 22
20.
19:99
18.32
17.48

16.57

06
93

DO OOO
O WN

27.
25.
24.
22.
22;
21

18 16
90
85
98
05

03

COOOOO
00~ W

22 32.
30.
29
27.
26.

25p

14
76
62
57
55
43

[N eNoNeNeRaol
WO B WN

26 3%
35
34,
32.
31.

29.

04
56
32
12
01
80

OO0 O
OO WM

30 41.
40.
38.
36.
851
34.

87
29
97
62
44
15

OO0 O0OO
O~ OB WN

0.75

O ® 0O Ww

O W N W
OO MNWH COONW

OO MW OO MNMDW

N NN U Oy
O U0 oy o1yl

0.84
0.48
0.24
0.02

OCOoOO0OO—N
ODOWWWOoO
RNWON B2WYWo
QOO+ =M

= 00 00 = 4
ONO O~

1.00
0.59
0.31
0.05
0.02

O WOOwWw
w0~ w

OO~ N W
— SO W S
WO W™wW

.02
.99
.50
.90
37

CO—MRPAWM

7.17
5.34
4.06
2.5
136
0.65

1.40
0.86
0.50
0.14
0.06

3516
2.02
1.28
0.50
0.:25

OO OO~
WO HWO

[ QSIS SN S 1N <) OO N WU

PO 0
Y W LW

3020
7.95
NS
2.78
1.67
0.74

14.18
10.11
7.42
8.2
2.32
112

12.34
13
4.70
3.00
1152

3..99
2.54
1.62
0.65
0433

3.6
1.89
0.85

16.64
11.69
8.48
4.18
2.58
1.24

14.19
10.38
5.24
3.3
1.67

4. EQUIVALENT MARGINAL CAPACITY VALUES

TOTAL|] |==--memommmmmmme ADDITIONAL~-=-=-ecmmmmmmno
FOR ZERO | '3' STAGE GV '2' STAGE GV
FULL LINK LINK RATING INLET LOADING

A|AVAIL|MQ|CONG | 50 60 70 |0.5 0.6 0.7 0.8

8i11.75(10{0.01 ;0.02 0.04 0.12 | 0.36 0.50 0.68 0.89

5/0.60 {0.64 0.71 0.88 | 1.26 1.44 1.64 1.86

10(14.26{10({0.05 | 0.07 0.12 0.24 | 0.59 0.80 1.04 1.34

5/1.1211.18 1.28 1.50 | 1.99 2.22 2.48 2.76

14119.14]10/0.53 | 0.59 0.69 0.91 | 1.46 1.76 2.11 2.52

512,30 2.40 2.56 2.89{3.60 3.93 4.30 4.70

18123.90(2010.01 | 0.02 0.07 0.19 ) 0.55 0.78 1.06 1.44

10{1.16 | 1.25 1.40 1.72 | 2.4 2.89 3.37 3.92

5/3.62 |3.76 3.97 4.405.33 5.77 6.24 6.76

22|28.58{30{0.00 {0.00 0.03 0.11|0.37 0.53 0.76 1.07

20{0.18 | 0.22 0.29 0.47 | 0.97 1.27 1.65 2.13

1011.87 | 1.99 2.18 2.60 | 3.59 4.10 4.69 5.38

5/5.02 |5.19 5.45 5.99|7.14 7.67 8.26 8.89

26/33.20(40/0.00 | 0.00 0.02 0.07 | 0.28 0.42 0.62 0.88

30/0.01|0.02 0.07 0.18 | 0.53 0.76 1.05 1.45

20/0.46 | 0.52 0.62 0.87 | 1.52 1.90 2.38 2.98

10{2.66 | 2.81 3.04 3.55{4.77 5.38 6.10 6.93

30/37.78(40{0.01 | 0.02 0.04 0.12 0.39 0.57 0.81 1.15

30/0.06 | 0.09 0.15 0.310.76 1.04 1.41 1.89

20{0.76 | 0.84 0.97 1.28 | 2.09 2.55 3.13 3.85

10/3.46 | 3.64 3.92 4.535.97 6.69 7.53 8.49

40149.06{60(0.00 | 0.01 0.02 0.08| 0.30 0.45 0.66 0.95

40(0.07 | 0.10 0.16 0.32{ 0.79 1.07 1.46 1.97

30(0.52 {0.59 0.70 0.96 | 1.70 2.13 2.69 3.41

20(1.69|1.82 2,03 2.433.70 4.38 5.20 6.23

10(5.21 | 5.47 5.83 6.64 | 8.51 9.45 10.53 11.77

50160.20{80(0.00 | 0.01 0.02 0.07 | 0.26 0.40 0.58 0.85

60{0.01 | 0.02 0.06 0.17| 0.50 0.72 1.02 1.43

40/0.39|0.45 0.55 0.79 | 1.47 1.88 2.42 3.13

30{1.08 [ 1.18 1.35 1.73| 2.75 3.35 4.10 5.07

20(2.74 | 2.92 3.20 3.84|5.45 6.3¢ 7.42 8.75

80{93.04{80[0.04 ( 0.07 0.13 0.29| 0.76 1.06 1.46 2.02

60[0.50 | 0.56 0.68 0.95| 1.72 2.19 2.80 3.62

40/1.71|1.85 2.07 2.58| 3.95 4.75 5.77 7.08

30{3.15 | 3.37 3.70 4.44| 6,38 7.47 8.83 10.54

For the purposes of comparing the effects of different marginal oc-
cupancy values Table 3 lists Neq in its two components. The availability

has been set = 10.
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In the previous Section it was established that the equivalent marginal
capacity Beq for full availability trunking does not vary widely with
change of offered traffic and for limited availability switching machines
is remarkably constant.

In Table 4 values of equivalent marginal capacity, Beq corresponding to
the data of Tables 2 and 3 are presented. Although these values are for
pure chance offered traffic they can also be used for traffic which is
rougher than pure chance, because there is a compensating effect between
the rate of change of N and a/H, the two components of Neq. with respect
to the offered traffic. The several curves for variance/mean ratio of 2.5
depicted in Fig. 6 illustrate this.

TABLE 4 EQUIVALENT MARGINAL CAPACITY, Beq (A PURE CHANCE)

ZERO | '3' STAGE GV '2' STAGE GV

LINK LINK RATING INLET LOADING
H |MQ|CONG| 50 60 70 0.5 0.6 0.7 0.8
0.5/40|0.88|0.88 0.87 0.87 | 0.85 0.84 0.83 0.82
30 /0.86|0.86 0.85 0.84 | 0.82 0.81 0.80 0.78
2010.82|0.8 0.81 0.80 | 0.78 0.76 0.75 0.73
10 (0.74|0.74 0.73 0.72 | 0.69 0.68 0.67 0.65
5]0.66 | 0.66 0.65 0.64 | 0.62 0.61 0.60 0.59
0.2|10|0.62|0.62 0.61 0.58 | 0.54 0.51 0.49 0.46
0.3]10]0.660.66 0.65 0.63 | 0.59 0.57 0.55 0.53
0.4110/0.70]0.70 0.69 0.68 | 0.64 0.63 0.61 0.59
0.6[10(0.78]0.78 0.77 0.76 | 0.74 0.73 0.72 0.71
0.7]10|0.82/0.82 0.81 0.80 | 0.79 0.78 0.78 0.77
0.8/10|0.8)0.86 0.86 0.86 | 0.85 0.84 0.84 0.84
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5. MARGINAL CAPACITY

In the optimising equations (5) and {9) established in Section 2 marginal
capacity values are required for routes 3, 4 and 5 of Fig. 1 where the
traffic carried will be rougher than pure chance. The relationship between
offered traffic and the number of circuits, for a grade of service of 1 call
lost in 200, is shown in Fig.’s 7 and 8.
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The curves for both the pure chance traffic and the rough traffic of
variance/mean ratio of 2.5 are similar in character to those of Fig.'s 5
and 6, ie. for the full availability case the change in the value of
B with respect to the change in the offered traffic is not great while for
the limited availability examples B is markedly constant over the range of
traffics shown. The marginal capacity value is affected by the variance/
mean ratio of the offered traffic.
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In practical designs the marginal capacity value can be estimated more
accurately if allowance is made for the roughness of the final route
traffics.

Provided consistent estimates of marginal capacity values are made in
using equivalent high usage circuits for,

(1) Optimisation of availability,
(2) Comparisons of switching equipment,
{3} Local network analysis,

the results obtained will be quite accurate, i.e. marginal occupancy
values are likely to be affected to the same extent.

In Table 5, for pure chance offered traffic, the marginal capacity for a

range of availabilities and link congestion are presented. The marginal

capacity for rough traffic can be estimated using the approximation,
Bx = 81 — 0.05(x—1}

where,

By is the marginal capacity at variance to mean ratio of x and
B1 is the marginal capacity at variance to mean ratio of one.

TABLE 5 MARGINAL CAPACITY, B (A PURE CHANCE)

G0S = 1/200
ZERO '3' STAGE GV '2' STAGE GV
LINK LINK RATING INLET LOADING

MQ | CONG 50 60 70 0.5 0.6 0.7 0.8

80 | 0.91 | 0.91 0.91 0.91 | 0.89 0.88 0.87 0.85
60 | 0.89 | 0.89 0.89 0.88 | 0.86 0.85 0.83 0.81
40 | 0.85 | 0.85 0.84 0.83 | 0.80 0.78 0.75 0.72
30 | 0.80 | 0.80 0.80 0.78 | 0.74 0.71 0.67 0.63
20 | 0.72 | 0.72 0.71 0.68 | 0.61 .0.57 0.52 0.44

6. EQUIVALENT HIGH USAGE CIRCUITS — DESIGN
APPLICATIONS

In the four examples to follow the starting point in each case is to first
determine the marginal occupancy of each high usage route. To achieve
this it is necessary to estimate marginal capacity values for routes 3, 4 and
5 of Fig. 1, calculate the marginal occupancy of all alternate high usage -
routes such as route 2 of Fig. 1 and assign an availability parce! to these
routes in order to determine the equivalent marginal capacity values. For
full availability switching equipment marginal capacity values are deter-
mined by estimating the route traffics.

6.1 OPTIMISATION OF AVAILABILITY ALLOCATION

As demonstrated in tables 2 and 3 limited availability switching equip-
ment imposes switching iosses in the form of additional or penalty
equivalent high usage circuits. For a particular offered traffic value
penalty circuits are functions of marginal occupancy, availability and link
losses. Optimisation of availability aims at achieving the minimum total
cost penalty.

The starting point in the design is to make use of the relationship of
equation {11} and determine the cost penalty of each origin/destination
traffic parcel assuming all the traffic overflows onto the alternate routes,
i.e. the direct routes do not exist.

Cost penalties are then determined assuming that each direct route has
been allotted the smallest availability parcel, which for Ericsson ARF
1GV equipment is = 5. From the two sets of cost penalties the cost
penalty reduction per unit of availability is determined for each route
and a priority queue set up.

When all origin/destination traffic parcels have been processed in this way
the smallest availability parcel is assigned to the top value in the queue.
The cost penalty reduction in assigning the next availability parcel to
this route is then determined and fitted into the queue.

Availability is allocated in this manner to the top value in the queue until
it is exhausted. Tgwards the end of the availability allocation routes at
the top of the queue will be passed over if the availability remaining is
insufficient to meet the increment required.
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The following limited example demonstrates the technique :

Consider the availability allocation to five high usage routes from an
origin exchange |. The switching equipment is Ericsson ARF '2' stage
GV with an inlet loading of 0.6E. The offered traffics, cost per circuit
and marginal occupancy values are as set out in Table 6. The Table
shows the penalty equivalent high usage circuits at each value of avail-
ability and the cost penalty reduction per unit of availabitity. The avail-
ability is allocated according to the priority numbers established.

TABLE 6 AVAILABILITY ALLOCATION

ROUTE I TO J K L 1 N

COST PER CIRCUIT ($) 200 500 350 490 400
NMARGINAL OCCUPANCY 0.2 0.5 0:5 0.7 0.5
OFFERED TRAFFIC (ERL) 14 10 14 14 22
Neq AVAILABILITY,MQ=0 70 20 28 20 44
Neq FULL AVAILABILITY | 22.06 | 14.26 | 19.14 | 17.48 | 28.53

PENALTY leq MQ= 5 14.68| 2.22} 3.93| 1.25| 7.67
u Y MQ=10 5.70f 0.80| 1.76 | 0.58| 4.10
o " MQ=20 1.12 0.46 .27
" " MQ=30 0.46 0.53

COST PEWALTY REDUCT-
ION/UNIT MQ

Q= 0T0 5 1330% | 352 345 124 | 624
Mg = 5 7T0 10 359 142 152 66 286
MQ = 10 TO 20 92 46 113
My = 20 TO 30 13 30
PRIORITY ORDER FOR 1 4 5 9 2
MQ ALLOCATION 3 8 i, 12 6
11 13 10

15 14

* 1330 = (70 — (22.06 + 14.68)) x 200 ~ 5

It will be seen that route IJ although it is the cheapest route warrants an
availability allocation first, while route IM is not allocated its first parcel
of availability until the other four routes have each had their availabilities
increased to 10. The reason for this is that route IM, because of its higher
marginal occupancy value, is working at a higher efficiency than the other
routes and link congestion has only a minimal effect on the total loss.

6.2 COMPARISON OF SWITCHING EQUIPMENT

In choosing switching equipment it may be necessary to appraise the
switching efficiency of the equipment under consideration. Cost
penalties in relation to the full availability switching equipment is a
convenient method of doing this.

For each type of switching equipment under consideration the avail-
ability exercise of the previous section is performed and the total cost
penalty determined after all the availability has been allocated.

Such comparisons are necessary when determining if it is economically
justified to either instal Ericsson ARF '3’ stage GV equipment instead
of the '2' stage GV or to convert the latter to ‘3’ stage working.

As the ‘3’ stage costs more per inlet this equipment will be econom-
ically justified if the cost difference between the ‘2’ and the ‘3’ stage GV
equipment is less than the cost penalty reduction.

6.3 NETWORK ANALYSIS
6.3.1 Tandem Exchanges — Location and Number

In an alternate routed network the number and location of tandem
exchanges has a bearing on the cost of switching the network tratfic since
the more economic the alternate routes of the network are with respect
to the high usage routes, the less will be the cost of switching. The alter-
nate routing optimising equations express this in another way :— the
more economic the alternate route is with respect to the high usage route
the larger will be the value of marginal occupancy of the high usage route.

As the cost of the high usage route is independent of the number and
location of tandem exchanges the marginal occupancy of the route can
only be influenced by the cost and traffic properties of the alternate
routes.

Assuming the costs of switching equipment are independent of location

the alternate route costs can only be influenced by the external plant cost
components. By locating the 'Y’ tandem exchange in the physical path
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between the origin and destination exchanges and using the same trans-
mission path and cost per unit length as the high usage route the external
plant costs of both routes can be made equal. This situation is seldom
possible because,

{i} the alternate route transmission standard has to meet the worst
case encountered and so the external plant cost components of
the alternate route is greater than the external plant cost
component of the high usage route, and

(i} the tandem exchange cannot be located to suit all origin
exchanges.

Clearly the greater the number of ‘Y’ tandems the less the effects of (i)
and (ii) above.

Increasing the number of "Y' tandems on the other hand tends to increase
switching costs because,

(i) it increases the number of origin/'Y’ tandem routes thereby
decreasing the efficiency of these routes, so reducing the vaiue
of Beq,

(i) for limited availability switching equipment the availability
required for additional 'Y’ tandem routes decreases the avail-
ability for high usage routes thereby increasing switching costs.

(iii}  the number of "X’ to 'Y’ tandem routes will be increased and
each route will suffer a drop in the value of B.

There are similar advantages and disadvantages in varying the number and
location of "X’ tandems.

By parenting destination exchanges on two ‘'Y’ tandems, sited so
as to ensure that the majority of origin exchanges have the minimum
cost first alternate route path {routes 2 and 5 of FIG. 1), a network
cost saving may be achieved. The level of cost reduction resulting
from the increase in the marginal occupancy value of route 1 of
FIG. 1 can be determined from FIG. 9 where for three values of
pure chance offered traffic the number of equivalent high usage
circuits relative to the number at marginal occupancy value 0.5 are
shown against a range of marginal occupancy values. Both scales are
logarithmic and as shown in the graph the grid lines represent 10%
increments in the marginal occupancy and 2% increments in
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the relative number of equivalent high usage circuits. The absolute
number of equivalent high usage circuits at H = 0.5 for the three traffic
vaiues of 5, 10 and 20 ERL. are 7.84, 14.26 and 26.25 respectively.

At H = 0.5 a 10% increase in the value of H would result in a cost
saving of,

3.5% for an offered traffic of 5 ERL
25% =2 . w® .. .. 10ERL
20% .. # = . .. 20ERL

The overall network cost saving would be less than these percentages
because only about half the origin exchanges would obtain the marginal
occupancy improvement and because each terminal exchange is parented
on two 'Y’ tandems the B value of each final route from the 'Y’ tandem
to its terminals would be less than what it would be for the one tandem
case.

These factors all support what has been determined from numerous
tandem studies conducted in Australia and elsewhere — that there is
no clearly defined minimum cost solution and that the network costs vary
very little as the number and location of tandem exchanges is changed
{within limits of course).

6.3.2 Incoming Switching Stages - Design Problems

As exchanges grow in size the limitations of limited availability switching
equipment in incoming (I/C) group selector stages becomes evident and
the exchange designer is faced with the task of developing the most
economic trunking arrangement within the restrictions imposed by the
switching equipment and the present method of trunking. Equivalent
high usage circuits can be of considerable assistance in examining the
possible alternatives.

As shown in Table 7 there are cost penalties incurred if an origin/dest-
ination traffic parcel has to be split and this would be necessary if more
than one 1/C group selector stage is required to handle the incoming
traffic.

For example a 10 ERL single route split into two 5 ERL traffic parcels
would incur the cost penalties of 2.71, 1.42 and 0.35 equivalent high
usage circuits for marginal occupancy values of 0.2, 0.5 and 0.8 respect-
ively.  This represents percentage increases of 16.1%, 10.0% and 2.9%
respectively in the routing costs.

TABLE 7 Neq - FULL AVAILABILITY TRUNKING

PURE MARGINAL OCCUPAHCY
CHACE ,
TRAFFIC | 0.1 [ 0.2 | 0.3 | 0.4 | 0.5 | 0.6 | 0.7 | 0.8

5 10.82| 9.75| 9.01; 8.40| 7.84| 7.32 6.77I 6.20
6 12.37|11.22 10.42' 9.76| 9.17| 8.60| 8.02| 7.39
8 15.35(14.06{13.1612.42|11.75|11.10|10.45| 9.74
10 18.20|16.79 15.81114.99 14.26 13.55!12.83|12.05
12 20.98(19.45(18.39117.51116.72|15.95(15.17{14.32
14 23.69122.06]20.93(19.9919.14/18.32(17.4816.57
16 26.35124.63123.43|22.43(21.53120.66(19.77|18.81
18 28.97127.16]25.90|24.85(23.90(22.98|22.05/21.03
20 31.56(29.66/28.34(27.24126.25(25.2924.30(23.23
24 36.65[34.68133.17(31.98(30.90(29.8528.78|27.62
28 41.65(39.46(37.93/36.65|35.49(34.37/33.23(31.98
32 46.58(44.26(42.64(41.28140.65|38.86(37.64|36.31
36 51.46149.01|47.30|45.87 |44.57|43.31]42.03|40.62
40 $56.29]53.72]51.92|50.43149.06]47.74]146.39|44.91

At originating exchanges, when traffic routes are split, additional analysis
is required and this could be a restriction of the originating group selector
stage. |f the originating equipment has limited availability additional cost
penalties would be incurred above those for full availability trunking
because an availability allocation will be required for the additional routes
and this will reduce the efficiency of other routes. Split routes would also
require greater network management.

Trunking sofutions which ohviate or limit the splitting of traffic routes
will almost certainly be more economic than those based upon splitting
traffic routes.

CONCLUSION

The paper introduces the concept of equivalent high usage circuits and
shows that the cost of routing an origin/destination traffic parcel can be
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determined from the cost of the high usage route between origin and
destination and a single quantity of equivalent high usage circuits.
Equivalent high usage circuits are shown to be functions of the offered
traffic, the cost of the high usage route relative to the cost of the
alternate routes and the traffic parameters of the switching equipment.

Several examples outlining the uses of the concept have been given and
curve fitting equations, relating both actual and equivalent high usage
circuits to pure chance offered traffic, are given for full availability
switching.
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APPENDIX 1

OTHER ALTERMATE ROUTING PATTERNS AND THEIR
OPTIMISING EQUATIONS

The optimising equations for two alternate routing patterns in use in the
Austraiian local network are given without mathematical proof. The
simplified sketches alongside the equations will help in understanding the
steps involved in deriving the optimising equations.

CASE 1: EXTENSION OF ALTERNATE ROUTING PATTERN OF
FIG. 1.

The routing pattern is an extension of the alternate routing pattern of
Fig. 1 of Section 2. The 'X’ tandem is allowed high usage routes to
selected terminal exchanges as shown in Fig. 10.

FIG. 10 EXTENSION OF ROUTING PATTERN OF FIG. !

The optimising equations for the high usage routes XJ, 1Y and IJ and
the routes involved in establishing this equation are as shown:

Co . Ca,Cs

Hg Bg Bs

C2.65, C _Cs
H2 B3 Bgeq Bs5

,=§+C4 Cef 1 1
B3 B4 1 iHg Beeq

C1_ ¢ o

Hi B2eq Bs
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H2 is dependent on individual values of the Hg and Bgeq parameters and
an average value must be used. The average is weighted according to the
size of the offered traffic parcel. Where an individual Hp value is greater
than 1.0 (due to the effect of (1/Hg — 1/Bgeq) the overflow traffic
parcel bypasses route 2 and is offered to route 3.

CASE 2 : SERVICE PROTECTION SWITCHING STAGE

Small origin/destination traffic parcels may not warrant the establishment
of high usage routes from the origin exchange. To give these traffic
parcels an overall improved grade of service than would result if they were
offered directly to the alternate routes of the network a switching stage
S is established. The traffic parcel is first offered to the IS route and over-
flows onto 1Y. S has high usage routes to terminal exchanges and 'Y’
tandems and a final route to an ‘X' tandem. Fig. 11 shows the alternate
routing pattern. The service protection stage serves a number of origin
exchanges and is usually located in the same building as an ‘X’ tandem.

FIG. 11 SERVICE PROTECTION SWITCHING STAGE.

The optimising equations for the high usage routes SY, SJ, 1Y and IS and
the routes involved in establishing these equations are as shown:

As for case 1 a weighted value of Hi must be obtained. 1f H1is > 1.0
(due to the effect of the negative term in the optimising equation) the
traffic parcel 1J bypasses route 1 and is offered to route 2.
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APPENDIX 2
CURVE FITTING EQUATIONS - FULL AVAILABILITY SWITCHING
1. Equivalent High Usage Circuits - Neg

The relationship between Neq and A the pure chance offered traffic for
marginal occupancy values of 0.1 to 0.8 was found to be,

Neg = P + QAX + A
where, P, Q and X are functions of the marginal occupancy H.

P = —1.250609 + 0.851101 H=0-202437 _ 1 564258 H

Q = 1.42843 — 7.54343 ZS — 1.984073(H — 0.55)
where.

Z ( |H__0‘55| )4.155342
S

+1 for H)0.65 and —1 for H<0.55

X = 0495195 + 0.007328 HO-49 _ 0002438 H
Between the limitsof H = 0.1 and 0.8,

P ranges from 0.040460 to —0.820586

Q 2594510 to  0.908659

X - " 0.497322t0 0.499814
The equivalent marginal capacity can be determined from,

1/Beq = XQAX=1 + 10

.050A05 + 19

2. Actual high Usage Circuits - N

The relationship between N and A the pure chance offered traffic
for marginal occupancy values of 0.1 to 0.8 was found to be,

N=R+TADS + A
where R and T are functions of the marginal occupancy H.

R = 0.527355 -- 2.233955 HO-®> — 0.06694 H

T = 0.923485 — 1269178 ZS — 3.396178 {H — 0.3915)
where,

{ IH —0.391 5[ )3.543912
+1 for H)0.3915 and —1 for H{0.3915

Z
S

Between the limitsof H = 0.1and 0.8

R ranges from —0.185778 to —1.624307
i 2072990 to ~0.991309

3. Actual Circuits for Grade of Service Criteria

For grades of service 1 in 200 and 1 in 500 the relationship between
N and A is as follows:-

0.745148 + 2.971970 A0428036 4 (986860 A
0.990524 + 3.260262 AO-441454 1 (990887 A

N1/200
N1/500
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Discussion

L.T.M. BERRY, Australia : Have the assumptions of the

model been subjected to validation? For example (i)

Zhe equation Nz n @2 assumes az is small. 1% has been
B3

gound zthat forn certain 00 pairs a minimum cost solution

hesults in mone trhaffic being canied on 3rd choice

routes than 2nd. L.e. ag may be reasonably Lange.

(£4) An assumption implicit in the model 4is that if the

cost of routing thaffic for any one 0D pairn can be

decreased the sofution is not optimal. 1& has been shown

by Hawnis that a "Usen optimal" solution is significantly

mone expensive forn a Metropolitan network than a "Sysztem

optimal" solution.

J.S. HARRINGTON, Australia : The assumpiions of the model
have been tested in the Perth, Australia, metropolifan
network whene the costs agheed fairnly closely with those
obtained §rom the proper dimensioning of the network. The
difgerence in costs could be attributed to the constant
number of cinewits on the 1X, XY and YJ noutes (see $igs.
7 & & where for VAR/MEAN > 1 the relationship between
offered thaffic A and N of circuits is,

N = Comszt + §{A) )

T must point out that my method is noi a dimensioning
method but nathern a toof Zo aid dimensioning and to under-
stand the factons that affect network design. This means
that the cost difference obtained above {8 Likely Zo be
fainly constant for a number of network congigurations.
The approximaition N3 = ap/Bsz hofds more forn Limited
availability swiftching than forn the full availability case
but the value of B3 s0 obtained (see §igs. 7 § &) is
fairnly constant oven the range of a2 and affer all it 4is
B3 that is nequired.

1 would agnee that forn the full avaifability switching
machine the §inst alternate noute, 1Y, could well be by-
passed in many cases because,

BIOGRAPHY
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(i) Zhe traffic overglowing from the H.U. route,
17 0§ §4g. 1 will be Less, and

[id) the efficiency of the §inal routes, IX, XY and
Y] greaten,

than the conresponding values for the Limited availability
switehing machine.

W. LORCHER, Germany : In Chaper 2 of your paper you make
an assumption, denoted as result No. 2 (LL) N3=a,/Bj3 and
Ny=as/By, where it is stated that the ghoup sizes of §inal
noutes are given by the quotient of offered tragfic and
the marginal capacity.

1s this assumption only applied for the optimization of
high usage trunk groups orn also for dimensioning of the
§inal trunk group Litself.

J.S. HARRINGTON, Australia : The assumption is not used to
dimension §inal noutes but Lo obiain the value of the
marginal occupancy of the high usage function nroutes.

W. LORCHER, Germany : In Chapter 5 you give an approxi-
mation formula forn the marnginal capacity of trunk groups
with offered ovenflow traffic. This marginal capacity
depends on the manginal capacity of a trunk group with
offered PCT1 and the variance fo mean natio of the offered
overnflow thafgie. Can you give an impression on the
aceunacy of this fonmula.

J.S. HARRINGTON, Australia : The fonmula has only been
checked in a few cases and s0 I cannot guarantee its
accuracy.. However, as the value of Bs, By and Bs have
only a minon effect on the value of marginal occupancy o4
the H.U. noute T do not considern a sLight emron 4in the
estimation of B to be a Limitation to the method which is
a netwonk analysis and dimensioning ool and not a
dimensioning process.

JAMES S. HARRINGTON entered the PMG Department in 1947 as Technician-in-
In 1956 he was promoted to Trainee Engineer from Supervising
Technician and in 1959 graduated as Engineer.

From 1959 to 1872 he worked in the Planning & Programming Branch in Perth,
having special interest in the switching design of Metropolitan Networks.

He served two short term missions for the I.T.U. acting as Telephone
Traffic Adviser to CANTV (Venezuela) in 1967/68 and Telephone Traffic and
Internal Plant Planning Adviser to STB (Singapore) in 1972/73.

After 3% years in the Metropolitan Operations Area he returned to the
Planning & Programming Branch in October 1976 and is currently Supervising
Engineer, Traffic Engineering Section.
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Dimensioning of Alternative Routing Networks Offered

Smooth Traffic

J. RUBAS

Telecom Australia, Melbourne, Australia

ABSTRACT

This paper reviews the methods of dimensioning networks
employing alternative routing and discusses the use of
Binomial distribution model when the offered traffic is
smoother than pure chance. Instead of the Poisson-based
"equivalent random" method the more accurate direct
computation of overflow traffic moments is proposed. A
comparison is made between this and two other methods for
accuracy and convenience of computation. Sample
dimensioning graphs for full and limited availability
trunk groups are appended,

1. INTRODUCTION

During the last twenty years the technique of alternative
routing has become firmly established in most large
communication networks. A number of different methods
have been developed to dimension these networks. Virtually
all of these methods are based on the assumption of
Poisson-distributed traffic being offered to first choice
routes.

Alternative routing can be profitably used also in
situations where traffic is generated by a limited number
of sources and is, therefore, smoother than pure chance.
These situations arise in private automatic branch
exchanges, small rural automatic exchanges, and subscriber
switching stages of public exchanges. Classical, Poisson-
based methods are unsuitable for dimensioning such
systems, as they tend to overestimate circuit requirements.
It has been shown that the Binomial distribution model
gives a better representation of the traffic offered in
the above cases, particularly when all traffic sources
have similar calling intensities. The manipulation of
this model, however, presented considerable mathematical
difficulties and so far its application has been largely
confined to the dimensioning of constant grade of service
routes without overflow, using tables or graphs based on
the Engset Loss Formula (e.g. Ref. 1), )

In order to use this model for dimensioning alternative
routing systems offered traffic from a limited number of
sources a method is required to compute or estimate at
least the first two cumulants of the overflow traffic.

The first viable method, based on charts produced from
simulation results, was published in a little-known paper
by Wormald in 1968 (Ref. 2). In 1973 Bretschneider
published an iterative numerical method (Ref. 3), which
permitted extension of Wilkinson's equivalent random
technique to smoother than pure chance traffics., In the
same year Schehrer (Ref. 4) and Henderson (Ref. 5)
independently obtained an exact analytical solution to the
problem of computing the first two cumulants of traffic
overflowing a full availability group of trunks offered
Binomially-distributed traffic., Finally, the following
year Harris and Rubas (Ref. 6) described an accurate
general method for calculating the overflow moments in
full and limited availability trunk groups. This opened
the way to accurate dimensioning of all types of trunking
schemes offered smoother than Poisson-distributed traffic.

2. REVIEW OF ALTERNATIVE ROUTING

The objective of alternative routing is to carry traffic
at minimum cost for a given grade of service. In the
simplest case of one direct and one alternative route the
optimising equation has the following form:

C4/H = Co/q <lorsrerererad (1)
Here Cy and C, are costs per circuit of the direct and the
alternative route., H is the marginal occupancy of the
direct route, defined by

H =<§—m I ()

Ay

where A; is the traffic offered and Y; the traffic carried
by Nj direct route circuits. q is the marginal capacity
of the alternative (overflow) route, defined by

- %2)
M
B

where Ay is the traffic offered to the overflow route of
N, circuits, which is to be dimensioned for a congestion
probability B.

ERTCRI e ()

If several alternative routes are possible, it is
necessary to set up an optimising equation for each pair
of alternatives. In such cases the accuracy of optimis=-
ation calculation is improved by employing another
derivative, g, which is the marginal increase in overflow,
a, per unit increase in the traffic offered, A, while the
number of circuits, N, in the route under consideration is
kept constant. Expressed mathematically,

-6,

The first step in the dimensioning process is to obtain
the economical marginal occupancies, H, for the first
choice routes from appropriate optimising equations and
then compute the number of circuits in each first choice
route that will give the required marginal occupancy.

The next step is to compute mean and variance of all
traffics overflowing from first choice routes and to
determine the economic marginal occupancies of the second
choice routes. Mean and variance of traffics offered to
second choice routes are obtained by adding the respective
moments of all traffic parcels offered to particular second
choice routes, which are then dimensioned to give the
previously computed marginal occupancies.

ceveaess(4)

The above process is repeated until all choices for high
usage routing have been exhausted and we are left with
only one choice - the final route. This route is normally
dimensioned for a specified loss probability, which is
chosen to ensure that a satisfactory overall grade of
service is provided.

The dimensioning work can be done manually, with the aid
of graphs or tables, or by means of suitable computer
programs, Although manual calculations have been largely
replaced by computers, there still is a place for
graphical aids in spot checks of individual routes and
simple networks. In cases where the dimensioning
algorithm involves very complex mathematical models,
graphical methods may even be more efficient than
numerical ones.
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3, APPLICATION OF BINOMIAL MODEL

The natural application of the Binomial model is in
situations where the traffic is generated by a limited
number of sources, each having the same calling intensity.
If there is no congestion, the probability of finding x
out of S sonurces busy is

(1 - a)S-x e

P(x) = (3] . o* . el (5)

where a = A/S is the average traffic offered per source.
The mean of the above distribution, A, is, therefore,

A=S.a sroreofore s 5i6)

and its variance, V, is
V= A(l - a) Srenereroralene | (R70)

Replacing a by A/S and solving for S gives the convenient
relationship between A, S, and V :-

S =AZ/(A - V) e .. (8)

To use this model for the dimensioning of high usage and
final choice routes we must be able to compute mean and
variance of overflow traffics and also the marginal
occupancy, marginal capacity, and, possibly, marginal
overflow for any number of circuits offered Binomially
distributed traffic. As an approximation, the Binomial
model can also be used to represent other types of smooth
traffic (A> V), e.g. truncated Poisson (Erlang)}. It must
be realised, however, that with the Binomial model the
magnitudes of overflow moments depend on whether the
overflow traffic is lost, or carried on another rocte.
For example, traffic lost from a fully available group of
N trunks offered A erlangs by S independent traffic
sources will be given by A.B(A, N, S), where B(A, N, S)
is the Engset Loss probability; if the overflow traffic
is carried on another route, however, its magnitude will
be less than A.B(A, N, S).

It has been shown (Refs., 4, 5) that for full availability
trunk groups offered Binomial traffic the cumulants of the
overflow can be computed using Wallstroém's method (Ref. 9)
for state-dependent call intensity functions. The
Binomial call intensity function has the form

A(X) = a.(S - x) e (9}

where a is the traffic offered per free source. The
Binomial distribution admits only S+1 states, hencg )
Wallstrom's infinite sums have to be replaced by finite
ones.

Where access to direct and alternative routes is limited
by switch ontlet availability or link congestion, other
methods have to be used to compute mean and variance of
the overflow traffic. Since there is a finite number of
states, the problem can be tackled by setting up a system
of linear equilibrium state equations, which &an be solved
for state prohabilities P(n, m) by matrix methods

(Ref. 6). Having computed state probabilities, the
required moments of overflow traffic are obtained from
standard statistical formulae:-

N S-n

mean = I § m ., P(n,m) o) sJnexspoge o (110)
n=0 m=0
N S-n

variance = I I m? ., P(n,m) - (mean)2 ..... (11)
n=0 m=0
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The restricted access to route can be defined by the
distribution of conditional blocking probabilities, which
are determined from the configuration and average traffic
loading of the switching stage from which the route is
trunked,

For manual dimensioning, graphs of mean and variance of
overflow have been constructed on the assumption that
access to direct routes can be defined by a Geometric
distribution of blocking probabilities, which can be
defined by a single parameter, p. This '"geometric group"
model has been found very useful in dimensioning routes
accessed through link-trunked switching stages. By
definition, p is the probability of the next call being
blocked when there is only one free circuit in the traffic
route under consideration. Then thezprobability of
blocking with two free circuits is p“, with three free
circuits it is p?, and so on. The geometric group model
was first proposed by Smith in 1961 (Ref, 10) and is
still in use.

To dimension the final choice route we must know at least
the first two cumulants (mean and variance) of the traffic
offered to it and the specified grade of service. The
cumulants are computed by adding the means and the
variances of all traffics overflowing to the route in
question, If the mean, A, of the aggregate traffic is
greater than its variance, V, the Binomial distribution
can be used to approximate it. After computing the
equivalent number of sources from equation (8), the
required number of trunks can be estimated from an
appropriate traffic capacity table or graph based on the
Engset Loss formula (Refs., 1, 11, 12) if full availability
access to the final route is provided. No traffic
capacity graphs or tables have been published for
dimensioning limited availability trunk groups offered
Binomially distributed traffic, If the restricted access
can be defined by a conditional blocking probability
distribution (e.g. the Geometric distribution), the
required number of trunks, N can be computed iteratively
from the following equation for call congestion:

B = 2

A

N
L (S-x).b(x).P(x) ceesvien (12)

x=0

where A is the mean offered traffic in erlangs, b(x) is
the blocking probability in state x, S is the equivalent
number of sources, P(x) is the probability that x circuits
are occupied and o is the traffic per free source,

given by

a=A/(S - A.(1 - B)) ceeeeee . (13)

The state probabilities can be computed recursively from
the following equations :

Plxel) @ £;£§:§%f£l:2512)" P(X) +v...(14)

ceeerea(15)

Time congestion for the limited availability route is
given by the sum

N
E = I b(x).P(x)
x=0

sevuee(16)
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Equation (16) can be shown to be equivalent to

N-1
S} N ; x
( a wll aflo= B(2))
. N) i=0

1 e

e
I (1-b(i))}
=0

N
1 +z {(S)ax.
=3 N/

i

Since A and V of the traffic offered to the route are
known, S can be computed from equation (8).

The blocking coefficients b(x) depend on the configuration
and loading of the switching stage giving access to the
route. As stated before, the access system blocking can be
represented by a geometric series or another suitable
mathematical model.

If the mean of the aggregate overflow traffic is less than
its variance, the traffic can be represented by the
Negative Binomial distribution, or the dimensioning can

be completed using Wilkinson's '"equivalent random"
technique. The latter method is very well known and
requires no elaboration; the use of Negative Binomial
model will be briefly reviewed here.

The probability density function of the Negative Binomial
distribution is defined by

-1
Py = (%) . afea)® it (L8]
0gacgl S20

The parameters a and S can be determined from the mean
(A) and variance (V) of the offered traffic distribution:

»
"

1 - A/V SrelYetoensn (19)

A%/ (v-a)

w
n

ceseeeess(20)

Call congestion for a fully available group of N trunks
offered Negative Binomial traffic is given by

uN ( S;N)
B = ————— a5 + 4 ol
N 3
s (Sil) o
i=0
where
a = A/(S+A., (1-B)Y) ... (22)

For a limited availability group, where access is defined
by blocking coefficients b(x), call congestion can be
computed from the following sum :

N
B = (a/A) I (S+x).b(x).P(x) «e.uvvnnn (23)
x=0

The parameter o is again defined by (22) and the state
probabilities P(x) can be computed from equations (14)

and (15), with (S-x) in eqn. (14) replaced by (S+x).

Time congestion can be computed from the same general
equation (16), which applies to all traffic distributions.

Where full availability conditions exist, call congestion
for both Negative and Positive Binomial distributions
(truncated at N trunks) can be more easily computed from
the following recurrence, starting with B(0)=1:

B(N) = @.(S* N).B(N-1) L. .. (24)
N + a.(S £ N).B(N-1)

40

In the above equation + sign between S and N applied to
Negative and - sign to Positive Binomial. Parameters o
and S are as defined previously fer the two distributions.
Note that S, the equivalent number of sources does not
have to be an integer, which facilitates the fitting of
Binomial models to other traffic distributions; it will
be appreciated that for non-Binomial distributions
equations (8) and (20) will not, generally, give integral
values for S.

The above recurrence and associated equations (13) and
(22) have been programmed for the HP65 pocket calculator
and provide a convenient means of computing congestion
for either distribution.

4, COMPARISON WITH OTHER METHODS

Binomial distribution is the best model for traffic
generated by a limited number of sources with similar
calling intensities. However, a fair amount of
calculation effort is required to compute the marginal
occupancy and the moments of overflow traffic, particul-
arly for limited availability routes. In the latter case
accurate calculation of overflow moments each time they
are required is impracticable. For this reason a set of
accurately plotted graphs have been produced for the mean
and variance of overflow traffic and the marginal
occupancy ("improvement factor™). Samples of these graphs
are given in the Appendix.

Obviously, it would be an advantage to have simpler
calculation routines, which could be incorporated in
computer programs for dimensioning of direct and
alternative routes. In the following tables two
approximate methods are compared with the Binomial model
in the computation of overflow traffic mean and variance
when small trunk groups are offered traffic from a limited
number of sources. The first approximation assumes
infinite number of traffic sources (Poisson input) while
the second employs extended equivalent random technique
described in Ref. 3. Tables la and 1b give moments of
traffic overflowing from a full availability group of
trunks, while Tables 2a and 2b compare overflows from a
limited availability group, access to which is defined by
geometrically distributed conditional blocking probabilit-
ies; the parameter p is numerically equal to the
probability of blocking when only one free circuit remains
in the trunk group.

5 Sources, Full Availability

Traffic | No. of Mean and Variance of Overflow
(erl.) Trunks Binomial] Poisson ERM (Ref. 3)
3.0 1 m 2,166 2,250 2,118
v | l.101 2,587 1.167
4 2 m 1.431 1.588 1.324
v 0.772 2.066 1.015
" 3 m 0.767 1.038 0.692
v 0.487 1.488 0.679
" 4 m 0.254 0.618 0.278
v 0.189 0.945 0.317
" S m 0.000 0.330 0.082
v 0.000 0.519 0.098
Table la

Comparison of Overflow Traffic Moments,
Full Availability Access to Route

AT.R. Vol Il No. I, 1977



10 Sources, Full Availability

Traffic | No. of Mean and Variance of Overflow
(erl.) | Trunks
Binomial | Poisson ERM (Ref, 3)
1.0 5 n 0.001 0.003 0.002
v 0.001 0.004 0.002
610 6 m | 1.226 1.590 1.097
v 0.946 2,746 1.293
" ! 7. m 0.665 1.110 0.615
i v 0.575 2.019 0.808
!
" j 8 m 0.257 0.731 0,296
v 0.242 1.372 0.411
" 9 m 0.048 0.451 0.120
v 0.046 0.855 0.168
Table 1b

Comparison of Overflow Traffic Moments,
Full Availability Access to Route

5 Sources, Limited Availability, p = 0.3

Traffic| No. of Mean § Variance of Overflow
(erl.) Trunks
Binomial Poisson | ERM (Ref. 3)
35[0 1 m 2.260 20,3243 2,118
v 1.020 2,558 1.167
L 2 m 1.579 1.717 1.324
v 0.816 2.060 1.015
U 3 m 0.984 1.199 0.692
v 0.592 1.542 0.679
i 4 m 0,511 0.782 0.278
v 0,367 1.053 0.317
Table 2a

10 Sources, Limited Availability, p = 0.4

Traffic No. of Mean & Variance of Overflow
(erl.) Trunks T
! Binomial | Poisson | ERM (Ref. 3)
1
3.0 | 1 m | 2.333 2.357 2.190
v | 1.786 2.553 1.866
" 2 mi o 1.729 1.781 1.469
" 1.442 2.069 1.519
" 3 . om i 1.206 1.284 0.882
oy io1.083 1.577 1.058
L m o 0.778 0.875 0.458
| v 0.741 1.116 0.604
W s Lmloo.4s6 0.560 0.200
v | 0.452 0.725 0.275
" 6 n | 0.242 0.334 0.073
v | 0.243 0.430 0.099
Table 2b

Comparison of Overflow Traffic Moments,
Limited Availability Access to Route
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As can be seen from the above tables, the Poisson model
consistently overestimates both the mean and the variance
of overflow traffic. The "equivalent random'" method gives
a fairly good estimate of both overflow moments under full
availability conditions (except when N approaches S); the
error, naturally, increases when availability is
restricted. Both approximate models show significant
overflows at N=S, when there should be no overflow.

The calculation time is shortest for the Poisson model and
longest for the Binomial; the equivalent random method is
intermediate between the other two, but would, probably,
be still too slow for large scale computations involving
larger trunk groups. It appears likely that curve fitting
of accurately computed overflow mean and variance graphs
will yield more efficient computation routines, but this
has not yet been investigated. In the interim,manual
calculation with the help of graphs (Ref. 14) may prove to
be more economical, particularly where full availability
conditions are not provided.

5. CONCLUSIONS

This paper has shown how the Binomial distribution model
can be used to improve the accuracy of dimensioning
alternative routing networks offered traffic from a
limited number of sources. The model is suitable for
dimensioning both high usage and final choice routes,
reached with full or restricted availability. The
improvement in accuracy is obtained through increased
computing effort.
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manual dimensioning of alternative routing systems e i 4’/’ N “13 =
offered smonth traffic. Figures 1, 2, and 3 apply to <t e N= b T4
fully available trunk groups, while Figs. 4, 5 and 6 are 0] 4 > b 3

drawn for trunk groups reached through a grading or a
tink-trunked switching stage. In the latter case the OFFERED TRAFFIC (ERLANGS)
blocking coefficients are assumed to be geometrically
distributed with parameter p, which represents the
blocking probability with only one free trunk in the route.
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Discussion

J. DE BOER, Netherlands : F{nsZ, person 1 would prefen
the tenm "Engset traffic" instead of "binomial traffic”
because "binomial" is usually associated with the situa-
tion where the numben of sources L5 equal to the number
0f Lines. Secondly, considen the situation of iwo groups
of Lines of say ny and n, Lines nespectively. The agg-
negate o4 the two ca/uuéeé taffics is offered to a thind
group of Lines. Then one can imagine that the fictitious
number of sources ¢y is smallen than my + np, implying
that no more than c) Lines can be occupied at a given
moment, Ln comadié,t(on with the fact that ny + n, can
be occupied. Does this possibility really occur Aome-
times.

J. RUBAS, Australia : In an alternative houting netwonrk
most of the calls ovenflowing from high usage routes are
cannied on Laten choice routes. As no truncation of Zhe
offened traffic distribution occuns at this stage the
Binomial model is more appropriate than the Engset one;
the neverse is thue when we are dimensioning routes with-
out overglow facilities, as stated An my papenr.

AT.R. Vol 1l No. 1, 1977
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In answer to your second question 1 must agree that it
wouwld be possible fo get an equivalent number of sources
¢4, which 4is Less than the combined number of trunks
% n, postulated in yourn hypothetical example. But

would onty oceun Lf one or both of the two trwunk
groups wene grossty overdimensioned and carried traffic
with no Loss (e.g. i§ they were offered traffic by a
small numben of real sources, the sum of which was fess
than ny + n,).

J. MATTES, Australia : Where full availability conditiont
exist, call congestion fon both Negative and Positive
Binomial distributions can be computed from nelation (24)
which gives B(N) 4in tenms of B(N-1) and o. However,
accornding Lo (22), o 48 a function of B.

Could the author make it clear whether o in (24) 4s
alBr) on olBr-1). (i.e. 48 iteration required at each
stage of the recursion.)

J. RUBAS, Australia : In equation (24) o 44 a function of
B(N} fon eithen distrnibution; for the Binomial distribu-
tion it is defined by equation {13) and for the Negative
Binomial distrnibution by equation (22). Because « 448 a
5«m§,uon 0§ congestion, {teration it necessary to evaluate
B(N).

R. SCHEHRER, Germany : As far as I see, there exist ?
different types of smooth traffic: Finsz, Amooth
thafdic which has its onigin in Poisson on Engset traffic,
nespectively, and has been smoothed due to the Loss in
one on more preceding thunk groups, and the second
definition, applied in your paper, according Zo which atl
thaffics are considered to be smooth as soon as their
variance-to-mean ratio £s Less than one. This definition
would include the well-known pure chance traffic of second
kind (PCT2) which 4is random traffic grom a ginite number
0f thaffic sowrces. It seems to me Zhat these 2 types of
so-called smooth trafgic should be distinguished. How do
you think about this.

J. RUBAS, Australia : My definition of smooth traffic is
very general and includes all traffic distributions for
which the mean is greater than the variance. 1 agree with
Dr. Schehren that smooth thagfics in accondance with my
deginition could be further subdivided into tragfdcs
genenated by Limited number of sources (referred to as
PCT? trnaffic) and the smoothed tragfics nesulting grom
thuncation of peaks by preceding trunking, regardless of
the type of the original distrnibution. 1In this context 1
would Like fo note that while the Binomial distribution is
a good model fon the Limited source traffic, Lt L5 Less
accunate in nepnesenting other kinds of smoother than pure
chance trafgic.

D.J. SONGHURST, U.K. : When the binomial distribution
model 4is used fon tradfic generated by a Limited number of
sowrces, and the §inst two overflfow moments are used, how
accunately can §inal noutes be dimensdioned-

J. RUBAS, Australia : If all traffic sources have the same
calling intensity and oniginate cafls quite independently
of each othen, the finst two moments 0§ the Binomial
distribution ane quite sufficient fon accurate dimen-
sioning of both final choice and high usage routes, as
fong as the variance to mean natio of the traffic ofgered
£o these noutes is Less than one. When the overflow
thaffic degenerates to the point when variance exceeds
the mean, one must either use another distribution model
le.g. Negative Binomial), on fall back on the equivalent
nandom technique, which may introduce some errors.
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Computations with Smooth
Chart

D. T. NIGHTINGALE

Telecom Australia, Sydney, Australia

ABSTRACT

The paper presents an evaluation of the mathematical
expressions for overflow traffic when the number of
circuits assumes real quantities. Efficient computational
methods are given for evaluation of overflow traffic to

an arbitrary accuracy.

The resulting methods are applied to Wilkinson's
equivalent random theory (ERT-W) for both rough and smooth
traffics, A new ERT(ERT-N) is derived and applied which
avoids the iterative complications of ERT-W. An
equivalent binomial theory for rough and smooth traffics
is defined and results compared with the ERT's and exact
results. An equivalent random queue theory is defined for
several queue disciplines and a brief comparison made with
exact results. A directly computed Wormald chart and a
table of values for E(-1,A) and ¥(0,A) are included where
¥ (0,A) = (31n F(N+1,A)/SN)N=_1—lnA.

INTRODUCTION

In a plane formed with N as agbscissa and A as ordinate,
rough traffic problems of an Erlang overflow type occur
in the first quadrant and smooth traffic problems in the
second. This paper is primarily devoted to evaluation of
the traffic quantities of Interest in the second quadrant.
However since analytic continuation exists between the
first and second quadrants the general results will be
applicable in both quadrants.

The prime quantities of interest are the cumulants of
overflow traffic when a pure chance traffic 1s applied to
a group of N circuits all fully available. Wilkinson's
equivalent random theory involves the use of the mean and
variance only to determine an equivalent group of N
circuits and equivalent pure chance traffic A to convert
a problem with non-random traffic input to one of simple
full availability,

When the traffic is smooth new methods of computing the
mean overflow traffic are required, for this condition
results in a negative equivalent choice. The iterative
complications of the Wilkinson method are still present
however so the author has derived a new equivalent
random theory involving three cumulants, which enables
solutions to be obtained without iteration.

Traffic arising from a limited number of sources exhibits
smooth characteristics and theoretical models for a

number of practical situations have been evolved in both
congestion and queueing theory, These models, on the one
hand, enable an equivalent binomial theory to be devised
to approximate infinite source models and, on the other,
as checks on the application of infinite source models to
limited source problems, To this end an equivalent random
theory for queues has been studied briefly.

THE ERLANG LOSS FORMULA IN CONTINUOUS FORM

Equation (1) is the usual form of Erlang's Loss formula
for full availability systems where B(N,A) is the
probability of loss, N, a positive integer, the number of
circuits.

B(N,A) = N!
N i
E —_——
i=0

oo 0o wazee (1)

e
.
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The denominator of (1) may be classed as an incomplete
exponential function, fj (N,A), of the first kind since its
terms correspond to those of the exponential series.
Clearly, when N is large enough, fl(N,A)+ exp(A) and leads
to the Poisson approximation to B(N,A).

When N is continuous, the factorial of N(N!) is usually
represented by the gamma function T(N+1)=Y (N+1,4) +

T (N+1,A), where Y(N+1,A) and T(N+1,A) are incomplete
gamma functions of the first and second kinds, defined by
the integrals (2) and (3), respectively,

y(N+1,4) = yA exp (-t).t".de e ()
0

T(N+1,A) = Iu)exp (-t) .tV de s L A 3)
A

Integration of (3), by parts, leads to the result T(N+1,A)
= fl(N,A). r(N+1). exp (-A) which, on insertion into (1)

gives (4), the continuous form of the Erlang loss formula.

BN,A) = AN.exp(-A) (B
T'(N+1,A)

The traffic, m(N,A), overflowing from a full-availability
group is obtained from (5) with variance v(N,A) from (6).

N+1
- A exp (-A)
m(N,A) = T (N+1, A) .........-(5)
v(N,A) = m(N,A).P—m(N,A) + ﬁ:f:%;;ﬁ(jﬁl""""'(6)

The exponential integral E (Z), defined by the integral
(7), 1is related to T'(N+1,A). For, by setting Z = A and
Zt = W, (7) reduces to An-1 ,T(1-n,A) which, on sub-
stitution in (5), provides the interesting result (8).

E_(2) =JM.dt R ()
n ) tn

- - exp(-A) el (8)
BCvA) B ()

The function E_(A) (not to be confused with E(N,A)) has
been extensively tabulated so that results are readily
derivable for B(N,A) with negative argument N. Similar
functions are available (Ref. 5), which enable B(N,A)
(and m(N,A)) to be obtained in the third and fourth
quadrants of the A/N plane although they are not known
to have any practical traffic significance.

Various regions of the second quadrant of the A/N plane
are of interest because of their relationship to well-
known functions. -For example setting n=1 in (7) one
obtains the exponential integral E.(A) which is variously
represented by TI'(0,A) or -E1i(-~A). s

Brettschneider (Ref.2) chose a rational approximation to
-Ei(-A) and, in conjunction with the inverse of (9),
generated values of m(N,A) for negative integral N.

_ A.m(N,A) + rimererntne ()
m(N+1,A) = ﬁ?i:&fiﬁxi
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A function, GP(W), represented by the integral (10), is

of special interest. *Comparison of (10) with (2) shows
it to be identical in form to the incomplete gamma
function of the first kind. Hence (11) follows readily
from (3), (5) and (10).

W wP bl
) (=-~1)
(%):cp(w) = J; exp (—tp).dt=% S; exp(-v).vPp dv
........ .. (10)
1
1 Alexp-)
m(p La = —/——— (11)

Ly 1-
l‘(p) (1 Gp(p /A)

When p=2, Gp(w) reduces to the error function erf(vA),

in which case (11) reduces to (12) where erfc( /A) is the
complementary error function (l-erf( Y A).

4, = A . exp(-a)
m(—5A) Y3 erfc(/A)

Jagerman (Ref. 12) gives asymptotic forms for B(- %,A)

and B(-1,A) mainly derived from Whittaker functions.
Extensive work has been done by Akimaru and Nishimura
(Refs. 6 and 7) on the differential coefficients of

the Erlang function, when N 1is restricted to a positive
real variable. However since analytic continuation
exists between the first and second quadrants of the
A/N plane, the basic results, (13) and (14), are also
valid in the second quadrant.

3 _ N
$x-B(N,4) = B(N,A). [X —1+B(N,A4

1 .3 .B(N,A) =1nA- 3 InT(N+1,A)= - y(N+1,A)
B(N,A) N aNL T R e (14)

Direct differentiation of (9) results in (15) and, in
conjunction with (l4), one obtains the recursive function
(16) for y(N+1,A).

B B
D, =1 .|D (1-B)) - 1] S L (15)
1 B [ o 1 e
)
B
G(N+2,A) = XéB .[(N+1).w(N+1,A)+1], .......... (16)
. g o

vhere D, =%.B(N+1,A) and B, = B(N+i,A).

1
Inverse formulae for (15) and (16) are readily derivable.
The smallest positive value of N, for which a

differential coefficient may be required is zero, which
requires Y(1,A) in (14). Since ¥(1,A) 1is, comveniently

exp(A).El(A) one obtains the result (17) for D , from
(8) and ~(14). 2
_3,B(N,A) R e 17)
3N N=0 =  m(-1,A)

In applying the inverse of (15) or (16) through zero,
with integral values of N, a singularity occurs. Hence
for this case ¥0,A) is needed with generation
commencing from N= -1, ¢(0,A) 1is alse needed for
evaluation of second differential coefficients (Ref.7).

EQUIVALENT RANDOM THEORIES

The original equivalent random theory (ERT-W) devised by
Wilkinson (Ref.3), treats N as a positive real variable
in which the mean overflow traffic is given by (5) with
variance (6). When values of m and v are specified
vhich result from a simple full availability group, with
a single pure chance traffic offered, simultaneous
solution of (5) and (6) precisely determine the values
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of A and N concerned, If v is less than m the traffic

is smooth and solution of (8) and (6) will produce an
exact negative value of N. When an offering stream
arrives from several different sources, each in a
different stage of degeneration (from pure chance traffic)
the ERT produces a single stream equivalent of the
arriving streams irrespective of differences in the
higher moments,

From Wallstrom (Ref.15) the factorial moments, Fq, of
traffic overflowing a full availability group are defined
in (18), in terms of Kosten polynomials R(N,r). Since
individual polynomials sum to zero when N is negative

and are undefined when N is not integral it is necessary
to define a new function Z(N,a,b) as a ratio (19).

. ,a R(N,0)

fooo = SREEOE R (18)
_ R(N,a

D) = " Lo (19)

Equations (20) to (22) are among a number of recurrence
relationships satisfied by R(N,r) (Ref. 15), which are
used to derive (23) for Z(N,a,b).

R(N,r) = R(N=1,r) + R(N,r-1)  ....eivuen (20)

N.R(N,r)=(A+N-141r) .R(N-1,r)~A.R(N-2,¥) . ..... (21)

N.R(N,r)=A.R(N-1,r)+r.R(N-1,7+1) ...... ceel(22)
1 = 1{N+q-A + A

Z06,0,4+ D q |Z(N,0,0)  Z(N,0,a-D){.x. 0.4 (23)

Clearly, from (19), Z(N,0,0) = 1 and since F, (N)=m(N,A),
Z(N,0,1) = B(N,A). Hence, if F_(N) is available for any
values of A and N, Z(N,0,q) 1s “available for all q, from
(23). Z(N,0,q) may be eliminated from (23) to produce
(24) in terms of F_ so that, given A, N and m(N,A) all
factorial moments &f the overflow traffic may be
generated, Irrespective of the character of N.

A N+q-A

Fn® O {F® T W

A closed solution, for A and N may be obtained from (24),
when Fl, FZ’ and F3 are known. Setting y = (N-A) and
q=2,3 in (24), ¢ is given by (25), from which A and N
follow directly. 2

F_(2F, + FZ)_ 2F2 (F1+1)

_ .3 D = e i ' 651 O IO (25)
L= 7 f—
ZFZ - F1F3

whence,

F2
Al — (@R g B L s 3 exseweadsisfe (26)

F 2
il

and N =2 + A i iieaees. 27)

Limiting properties of (25) are of interest particularly

3£ Fl and F2 are assumed constant. The full extent of

the variation of F_ produces regions in which both
positive and negative values of A and N occur. For the
purposes of the proposed ERT(ERT-N) and ERT-W, F3 lies
between the values given by (28) and (29) in which
region A remains positive.

2
2F2 (1+Fl)

L = 0 when F3 = TR T. reeeeeses (28)
1 2
: 2%
L = 4o yhen F,_ = - € — - il (29)
3 Fl

In principle any arrival process, for which F., F, and

F., are specified, may be approximated by a single Erlang
stream. ERT-N gives an exact result when the arrival
process consists of the overflow traffic from a single
full-availability group offered pure chance traffic.
Where the overflow traffic is dertved from a number of
such sources, for which the originating parameters are
known, ERT-N is an approximation to the true result, is
directly calculable and, in most cases, 1s more accurate
or safer than ERT-W. Most practical traffic calculations
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commence at some point, with an assumed pure chance
traffic, therefore the iterative intricacies of ERT-W
can be avoided by progressively deriving the first three
cumulants of the traffic overflowed (or carried) by
successive groups of circuits. If the first three
cumulants are m(mean), v(variance) and w, the factorial
moments are given by (30) to (32).

Fl = m T R (<10)
2

Fz = ve-m+m P p— . (31)

F3 = w4+ 3mv + m3 - 3F2 ~m oo o |k )

When deriving the factorial moments of several streams
the values m, v and w, to be used in (30) to (32)
represent the sum of the separate cumulants in the
arriving streams. In cases where only m and v are known,
for an arriving stream, recourse may be had to ERT-W

for an approximation to w.

The resultant overflow traffic from circuits following
an equivalent group may be obtained from the recurrence
(9). Alternatively it can be shown, from (22), that the
moments overflowing successive circuit groups are given
by (33).

At . - . q TTUNT TR (<5 ))}
Fq (N+1) Fq(N) Fq+l(N)

COMPUTATION OF m(N,A)

Practical uses for the Erlang formula seldom occur much
outside of the triangle bounded by N = 0 and N = A, when
N is positive. The overflow traffic m(N,A) becomes
vanishingly small for quite modest extensions of N and a
problem does not exist when A = 0. The condition N = 0
1s often used in computer programmes to allow traffic to
overflow without change of properties. If N is finite
and A +0, m(N,A) »0 for all positive values of N. Hence,
in the first quadrant, the +N axis represents the limit
m(NJ ) = 0 and the +A axis m(0,A)= A

In the second quadrant the line N = -1 is described, in
(8), by the exponential integral E,(A), which may be
represented by the series expansionn (34).

0P (34)

By () = =rHion) = T R

where y = Euler's constant = 0,5772156649., ..

For very small traffics, A, E, (A)*A -(y + 1nA) and as
A»0, E (A) rises slowly to in%inity, e.g, when A is as
littleas 1099, E (A) = 225.076. Hence, from (8), m(-1,A)

+0 as A+0 and, at this point, from (6), v(~1,0) = 0, It
may be shown generally that m(-N,0)-= N-1 and v(-N,0) =
i.e. the negative N axils exhibits a finite mean with zero
varlance at the integral points, For the region

~-1<N<0, Gp(O) = 0 and m(l -1,0) = 0 for any real p,

Similarly m (— -1-f, 0) = f - %, f integral. Elsewhere

in the second quadrant the varlance 1s always less than
the mean m, and A ts less than v. It may be shown, easily,
that v»0 as A»0,for any n{(= =-N). By introduction of the
marginal occupancy (Ref. 8) hN=m(N,A) - m(N+1,A), (6) can

be re-expressed in the alternative form (35) and since from
above, m(-N,0) = N-1, it follows that v(-N,0) = 0.

2 1
v{(N,A) = m(N,A) [——' -1 B (35)
Py

The continued fraction (CF) representation of E_(A)

(n = =N) 1is a useful form for direct computation of
m(-N,A) over most regions in the second quadrant of the
A/N plane. The general form of the CF to be used is
given in (36) and a computational process in (37).
LT
al+ 32+ a3+

m(-N,A) = a * et a0 (36)

where, with q an arbitrary integer,

a, = A, a =1, b

= N+
2q 2q+1 N+, b

= q+l1,

2q 2q+1
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= 1,computation of (36) may be
sequence (37).

Hence, setting Q
arranged in the K

Q __3_ + A: Qq = gT 4+ 1:

4 Gt q

0y B vy g = s

d q d q-1

etc., which leads to m(-N,A) = Qo T & e v )

It is found that the best result for m(-N,A), using 10-
digit, fleating-point computation, may be obtained with
q approximated by K/V (abs N+A). For the region A20.5,
K = 115 and for N<-10, K = 259, Precise accuracy in q
is not necessary for a precise result in m provided that
the value of q, given by the chosen approximation, is
large enough.

In the remaining region of the second quadrant the value
of q becomes too large for practical purposes so that
other methods must be used. For the region n<l equation
(11) is suitable, with G_ computed from the expansion
(38) and T'(1) obtained Pfrom a Sterling process, (39) or

other suitable rational approximation.

- 3
pvA. T __(=A)" eeeeee . (38)
=0 j!(3p+D)

1
1y /
) seplpra)

! . I'(r)
r(;) J e R AP (< ()
&)
i=0 P
where. r = —+ s,
InT(r) = (r-1/2)1lnr - r+(1/2)1n(2ﬂ)+¢(r),
£ 1 1 571
B(x) F (1+ ;—(1+2;(l~ —~—(l39+ ~——O)))
and z = 12r.

The parameter s would be chosen at about 30 for the
proposed region of application in the A/N plane. The
region for A<0.5, n>1 would have m(N,A) obtained by
recurrence using the inverse of (9). However some

loss of accuracy will occur in recurring across the
leading diagonal n(= -N, N+ve)/A. Let n take a small
value «, then m(=,A) will lie close to and above A,
(A+8) say., If the inverse of (9) is now applied to find
m(=-1,A) the result is «.(A+3)/§. Hence the accuracy
of recurrence is dependent upon the accuracy with which
8 is known. Since §<<A, and (A+8) occupies all digits
available, accuracy is lost in recurring across the
diagonal. For example at A=0.5 and with 10-digit
computation, the error in m is 30 in 10710 2t «=,01
rising to 8670 in 10-10 at «=,0001.

On the general question of recurrence,Miller (Ref.10)
states that accuracy is lost in recurring towards the
leading diagonal in the second quadrant and gained in
recurring away. Rapp (Ref.9) proved the latter part of
this rule, by algebraic means, for increasing recurrence
in the first quadrant, The first quadrant has also been
examined by Levy-Soussan in terms of a CF solution Ref.
14). The CF process (37) is also valid in the first
quadrant of the A/N plane and is a terminating CF at

q=N for positive integral values of N, For real N(+Ve)

q varies significantly along the diagonal A/N but may be
approximated by q=5(25 - Y((A+5)/(N+5))) in the range
A2N31,When A<N,m{(N,A) would be obtained from within the
region bounded by A>N and recurrence used to the point in
question. Direct computation is indicated for the region
N<A<l using an increasing series for the incomplete gamma
function of the first kind (e.g. (40)) together with a
Sterling approximation for T'(N) in (5).

B
(-A) 'N] el (40)

Y (N,A) = o

b
+ ¥=
P’ el ! (N+r-1)

Direct evaluatdon of m(N,A), N real, enables differential
coefficients to be readily obtained. 3B(N,A)/3A is
available directly from (13), whereas 3B(N,A)/3N requires
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a value for Y(N+1,A), which is computationally difficult
(Refs. (6) and (7)). Using a 6-point Lagrange formula
one may derive approximation (41) which exhibits an error
of the order of h6A6/30.

5
Eﬁm(—N,AﬂN i E%h IoCm((1-8:h=8,A) L........ 1)
=S =0
where CO =5 BBl Cl = +65, C2 = =120,
6, = #60, ¢ = 20, C, =3
TABLE 1
A B(-1,4) PSI(0,A)
.05 7.70882132 1.49819312
.10 4.,96365970 1,21351667
il 3.91819963 1.05587744
.20 3.34817973 94881104
.25 2.98310345 .86883012
.30 2.72657362 80564029
.35 ©2.53507355 75382743
.40 2,38588774 71020120
45 2.26592114 67272827
.50 2.16705706 64003589
.55 2.08397797 .61115538
.60 2.01304428 58537879
.65 1.95167489 .56217381
.70 1.89798478 .54113058
75 1.85056287 52192718
.80 1.80833030 50430642
.85 1.77044712 . 48805977
.90 1.73624885 47301597
.95 1.70520247 45903275
1,00 1.67687503 44599071
1,50 1.48724316 .35072295
2,00 1.38378190 29171139
2,50 1.31784498 .25086193
3.00 1.27185812 .22063233
3,50 1.23782650 19723059
4.00 1.21155934 .17851278
4,50 1.19063615 .16316409
5.00 1.17355619 .15032835
6.00 1.14730768 .13003073
7.00 1,12804727 L, 11466703
8,00 1.11329178 .10260971
9.00 1.10161567 .09288275
10.00 1.09214022 08486310
12.00 1.07768655 07240290
14.00 1.06717293 .06315913
16.00 1.05917656 ,05602238
18.00 1.05288760 .05034278
20,00 1.04781065 .04571370

The first order approximation (42) may suffice for many
practical applications and, with h=1, is the form used by
Rapp (Ref.9) for iterative evaluation of ERT-W.

_3 m(N,A) =
N

2. |n(¥+n,) - m(v-h,4)
Equation (16) may be used for negative recurnsive evaluation
of the differential coefficient except when passing

through N=0 at the integral point. An increasing series
(43), has been used to compute Table 1 giving values of
$(0,A) up to A=20 which necessitates the use of 29-digit
arithmetic to obtain 9-digit accuracy. To compute the
values of E, (A) to the required accuracy a sequence due to

Miller and = Hurst (Ref.ll) was used.
2 k
i a8 2 T ® (-4) PR %)
= —= | Z(y + e =
BOANS  ay [ai S0TE op e e ]

For values of A>20 (approx) the asymptotic form (44) may

be used in which, with terms continued to p= [A], the

error in y(0,A) approximates p!/AP+3,
Pl g s-2)!

Y(0,A)~A,m(-1,A), I (K_)s m—(%‘ ..........
g=2 2
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NUMERICAL CONSIDERATIONS

In 1968 Wormald published (Ref.4) the results of a
simulation exercise in which congestion resulting from
offered smooth traffics were obtained. The results are
principally concerned with the second quadrant of the

A/N plane and represent a continuation of the well known
Wilkinson chart (Ref.3). The Wormald chart combines

both the first and second quadrants, of the A/N plane, in
one quadrant in such a way that the leading diagonal’
represents pure chance traffic. A directly computed
version of this chart is given in Fig.l which was derived
from the processes described in this paper. To read the
chart one notes that the radials represent pure chance
traffics and circuits count negatively from the diagonal
upwards, positively downwards. Comparison with the
originally simulated version shows remarkably close agree-
ment over the whole range. Ample verification is thus
provided of the theoretical processes which describe the
degeneration, from pure chance, of one infinite source
traffic stream overflowed from a real quantity of circuits,
atl fully available.

Practical application of ERT-W (and ERT-N when F3 is not
known) requires the simultaneous solution of (5)” and

(6) to determine equivalent values of A and N given the
offered resultant traffic m and v. The author uses (45)
(a modified form of the Rapp approximation (Ref. 9)) to
obtain a first approximation A* to A; N* is then obtained
from (46) which is an inversion of (6). The problem is
thus essentially of one variable, in A,

as v o) TS L e (45)

where Q =1 - 1/(m + v/m)
Nk 2 A%/Q - m - 1

“lle

Various methods are 1n use for refining the value of A%,
for example, the Newton-Raphson iteration described by

ott and De Los Rios (Ref.13) and the Reguli Falsii method
described by Rapp (Ref,9). The author uses the former for
computer evaluation and the latter for manual computation.
Equations (45) and (46) are applicable over both quadrants
and provide better accuracy in the second quadrant than
the Rapp equation and acceptable accuracy elsewhere.

Some examples follow:-

N A A*Rapp A*Equation (45)
-.3 405 ~.0082 L0615
~-.3 .50 4358 .5224
-.3 24290 2.4728 2.5054
-.3 4.95 4.9361 4.,9510
-5.0 5,00 4,9325 5.0016

Traffic originating from a limited number of sources §,
each offering 'a' erlang/source (average), will have a
mean value of m = S. a erlang and a variance of v=Sa(l-a).
In the 1limit, as S+, the traffic changes from smooth
(v<m) to pure chance (v=m). Hence it may be expected
that models based on a limited number of sources would
have a congestion response which is different to that
predicted by either ERT-W or ERT-N, Hence application
of an ERT to a limited seource situation, will produce
a different congestion to a limited source model and the
difference may be expected to diminish as S becomes large.
The Engset model, for call probability of loss, is given
in (47) which may be economically computed by the
sequence (48).
5-1
(N) b
E(N,b) = —F—— ... veen (47)
}zl (S'l)bj
b

3=0

where b = a/(1l-a(1-E(N,b))).

E(N,b) = l/ETR, oPIIBIE .0 0 O
where

To a1, R=1to N, E=0 inftially and

- (N-R+1) .

R " Tr-1 (5 e1t®) B
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Sequence (48) is used iteratively, by adjusting b, until TABLE 2, CARRIED TRAFFIC
the change in E 1s as small as desired. The same sequence
may also be used to compute time congestion by replacing MODEL KAn=2 2 9 15 6 EggATIONg
(s-1) by (S), which, when further multiplied by (S-N)/N, EI:T"’: .8090  .5377 -23;5 -Olg,o (45), (iﬁ)
produces traffic congestion. It will be noted that the gBéN ‘ggig 'gz;i 'gggg '8323 §48;’ (46)
first iterati £ (48 d th ivalent 0'Dell ’ ' ' '
re;ilt Bl e sy ¢ SIMULATION ,8161 .5345 ,2236 .0014 -
Mina (Ref.l) proposed an equivalent binomial theory (EBT) TABLE 3, OVERFLOW TRAFFIC
based on the binomial formulae for both smooth and rough ;
traffics. Since the mean and variance of a traffic stream MODEL X ;z 9 4559 1343 3350"%3g§112§§)
are defined in terms of S and 'a', the EBT involves finding ERT-N -7645 ' ' * ’
S : : . A*/N* L7458 ,4152 1233 ,0048 (45), (46)
ficticious values from the m and v supplied. The binomial 65 3959 115 0056 (48)
models are continuous through S = « so that (48) may be EBT -73 ’400 .1165 '0039
used for both rough and smooth traffics where, for the SIMULATION .7407 ¥ =Tht ‘ -
former case, both S and 'a' are negative. This fact was E
noted by Wallstrom (Ref. 15, p344) in passing and its E;:;le (Rgf;ZS% ;::Xig:: ex;gte3:SyE§§;g ;;%ugizzshiggei
g e numbe . K
plEnlSeane et iaok laprateLE Ry e ceut ol gk than ERT-W and where ERT-W is below the exact solution
A simple trunking system, comprising 8 primary groups of ERT-N is, in some cases, closer to the exact solution and

2 circuits, each offered 2 erlang of pure chance traffic,
directs traffic to a secondary group of X circuits. The
probability of loss experienced by the secondary group,

in othew slightly higher. The elementary two-group grading
with three outlets has been solved exactly and some sample
comparisons with ERT-N are given below, with a balanced

as predicted by various models, is listed in TABLE 2 when offered traffic of A erlang.
the primary carried traffic is offered to X and in TABLE
AT A E(exact) E(ERT-N)
3 when the primary overflow traffic is offered to X. 1 00130 ,00130
+3 .03153 .03178
1 .10494 .10606
S [
o [
™

28,00

sl AR R e s
B b1 sl
28 | oAk i
"R i o iminni Paisses
2 N -
|| e A
74

12.00
i
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00
1
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N

%
o

o

i FiG. |
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V
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2 .26705 .26923
3 .39600 .39810
5 .56199 .56328

Schehrer (Ref. 16) has provided an exact solution for
consecutive Engset groups an example for which has $=40,
b=0.5 offering to a primary group of 10 circuits

followed by a secondary group of 10 circuits. The ERT
solution (with N negative) gives 4.4294 erlang overflowed
to the secondary group (4.6249 exact) and 0.1273 lost
(.1201 exact). The EBT gives 4,6674 and .120 respectively
when the offered traffic 'a' is assumed constant for the
intermediate group calculation.

One program tape for an HP65 calculator can accommodate
equations (37), (6) and (9) plus its inverse and a typical
listing is given in Table 4. With this program one may
evaluate, to nearly 10 digit accuracy, m(N,A) and v(N,A)
over the practical range of interest in A and real N.

All other equations given in this paper have been directly
applied to the HP65 calculator with the exception of

(43) which requires double precision arithmetic. It is
noted that Brettschneider (Ref.21) suggests integer N
program forms for the HP65 for (1), (6), (9), (47) and

(G TABLE 4
HP65 Routine For Equations (37), (6) and (9)

For m(N,A,q): AtN+q key A. Any time after an m(N,A) has
been obtained:- m(N+R,A): R STO8 key D; m(N-R,A): R STO8

key C; v(N,A): key B.Stores used are: 1A, 2N, 4m, 6v and 8.

f RCL8 | g B 1 1 GTO -
PROG | 4 DSZ RCL1 | + + (0 RCL1
LBL 4 GTO + RCL4 | 4 RIN X
A RCL2 | 1 RCL4 | X RCL4 | LBL STO4
sTO8 | ~ RCL2 |1 STO6 | X D g
g4 RCL4 | CHS + RIN | RCL1| RCL&4 DSZ
sT02 | = RCL4 | RCL2 | LBL | + + GTO
g+ RCL1 | + + C RCL4 | + D
STOL | + RCL1 | RCL1 | RCL2 | - RCL2 RTN
1 < + - + < il gNop
STO4 | 1 STO4 + 11 STO4 | + eNOP
[LBL |+ RTN RCLS | - g STO02 -
1 STO4 | LBL - STO2 | DSZ | + -

EQUIVALENT RANDOM QUEUES

Erlang's second formula, for delay working, is usually
expressed in the form (49) where N (an integer) and A
have the usual meaning. The quantity B, _(N,A) is the
probability of a delay occurring and
the delayed traffic.

£
N N-A
B,(N,A)= g7 A EEET (49)
R
p=0 P N!  N-A

One may develop an equivalent random theory for queues
(ERTQ) by converting (49) to its equivalent form (50)
with real N, which is achieved by replacing the sum term
in (49) by its equivalent from (1).
N.m(N,A)
= ethE) -
mz(N,A) NeAtm(N,&) e .. (50)

In the form (50) m,may be evaluated for N a continuous
real variable so that a non-random source may be approx-
imated by an equivalent pure chance traffic and an
equivalent choice. The delay performance for X(say)
circuits which succeed the equivalent choice is then
obtained simply from BZ(X,A) = mz(X+N,A)/m(N,A).

The limited source equivalent of (49) may be expressed
in the form (51) (Ref. 18) which can be computed by the
sequences (52) and (53).

3

R o smeis) esazvis 51COL)

'B,(X,S,2)

50

m, (N,A)=A.B, (N,4),

8+x s ,
vhere T = © T ,T = (x +q) Gidli X+
q=0 q X X4
Xx-1
and R= T R, R = vt
p-O P P 3
B=1, & =R Sy, Vet (52)
o P -1 p
= R(p= = Sx-q+l
T~ RGp), 7= T SR ()

The quantity b assumes different values to those applying
to the Engset model because the State of free sources is
different. If m(S,a) is the mean of the offered traffic
which is known, b is obtained, by iteration, from (54).

N-1
m(S,A) = S.a= I p.R_+ N,T FRels s veee (54)
p=o P

Table 2 contains a few-selections of traffics with
different variance to mean ratios in which the
probability of delay, B,(X,A) from (49), is compared
with exact results, BZ( ,8,a) from (51), It remains to
be determined whether smooth traffic offered to a

queue is better represented by ERTQ or (51) when the
traffic originates from an original pure chance traffic.

Table 2
v/M S X BZ(X,A) BZ(X,S,a)
49 (51)
.52 5 3 .30392 .35373
4 .08565 .05450
.95 20 4 ,01558 .01393
5 .00264 .00207
9 20 4 .13667 .15263
5 .04232 .03815
8 .00054 .00028
8 20 5 42349 .44815
8 .03094 .02487
10 .00322 .00162
.7 30 10 .46135 .53624
12 .14918 .15286
15 .01723 ,01228
18 ,00113 .00036

The voluntary departure gueue model is a modified form of
the Erlang queue which requires no restrictions on the
value of A. The probability of delay B,(N,A), which
includes (49) as a spectal case, can be” expressed in the
form (55) (Ref. 19) with N a real variable,.

_ () m(N,A)
B3(N,A) A LD e (55)
A8 S h
where Q =% =— + K = (N+r.=),
q=1 Kq a 1:'[=-1:l g

h = mean holding time
d = mean time of departure, 1f not served.
Equation (55) is in the form in which ERTQ may be applied,

for non-random offered traffics, but space does not
permit further elaboration.

AT.R. Vol Il No. I, 1977



ACKNOWLEDGEMENT

This paper is published with the permission of the
Australian Telecommunications Commission.

BIBLIOGRAPHY

1.

10.

11.

12,

13.

14,

15,

16,

17.

18.
19.

20.

21,

A.T.R.

R. Mina. Some Practical Applications of Teletraffic

Theory. Appendix 1 by Dr. R. Syski.

5th I,T.C., 14-20 June, 1967.

G. Brettschneider. Extension of the Equivalent

Random Method to Smooth Traffics.

7th T.T.C., p.4ll, 1972,

R.T, Wilkinson. Theories of Toll Traffic

Engineering in the U.S.A.. B.S.T.J., Vol.35,

p.421, March 1956,

E,G. Wormald. Consecutive Overflow Telephone

Traffic Graphs., I.E. Aust., E.E. Trans.

pp. 168 - 172, Sept. 1968.

M. Abromovitz and I. Segun. Handbook of

Mathematical Functions. Dover, 1965.

H. Akimaru and T. Nishimura. The First

Derivatives of Erlang's B Formula. Elect.

Comm. Lab. Tech. J., NTT, Extra Issue No.8,

1966.

H, Akimaru and T. Nishimura. The Second

Derivatives of Erlangs B. Formula. Elect.

Lab, Tech. J. NTT, Extra Issue No.1ll, 1963,

C. Pratt. The Concept of Marginal Overflow in

Alternate Routing. Aust. Telecom. Research

J., Vol. 1, Nos. 1 and 2, 1967, p.76.

Y. Rapp. Planning of Junction Networks in a

Multi-Exchange Area 1. General Principles,

Ericsson Technics, No.l, pp77 - 130, 1964.

G.F. Miller. Tables of Generalised Exponential

Integrals. Mathematical Tables, Vol. 3, D.S.I.R.,

London, H.M.S.0., 1960.

J.Miller & R.R. Hurst. Simplified Calculation of

the Exponential Integral. Mathematical Tables

Aids Computations (now Mathematics of Computation),

Vol. 12, pp 187 - 193, 1958.

D.L. Jagerman. Some Properties of the Erlang

Loss Function. B.S,.T.J., March 1975, pp 525-551.

K, Ott & F, De Los Rios. Computation of Urban

Trunking Networks with Alternate Routing by

Computer. Elect. Comm., Vol. 43, No.2,

pp 157-162, 1968,

G. Levy-Soussan. Calculation of the Erlang

Punction through a Continued Fraction Algorithm.
Elect. Comm., Vol. 43. No.2, pp 165-170, 1965.

B. Wallstrom. Congestion Studies in Telephone
Systems with Overflow Facilities, Ericsson
Technics, No,3, pp 187-351, 1966,

R, Schehrer, On the Exact Calculation of

Overflow Systems. 6th I.T.C., Sept. 9-15 1970,

pp 147/1 - 147/8.

B. Marrows. Circuit Provision for Small Quantitles
of Traffic. Telecom Jnl. of Aust., Vol. 11,

No.6, pp 208-211.

A. Descloux. Delay Tables for Finite and Infinite-
source systems. McGraw-Hill Book Co U.S.A., 1962.
A. Elldin & G. Lind. Elementary Telephone
Traffic Theory. L.M. Ericsson, 1974,

W.F. Kibble, The determination of telephone
traffic blocking in groups of trunk circuits.
GEC-AEI Telecommunications, No.37, P,12,

G. Brettschneider, Die. Verwendbarkeit programier-
barer Taschenrechner fur die verkehrsplanung von

Nachrichtenvermittlungssystemen NTZ Vol. 28,

H.11, pps 386-388, 1975,

Comm.

Vol- 11 No. I, 1977

Computations with Smooth Traffics

Discussion

P. KUHN, Germany : In the ERT-N method presented
An goun papen, the group size and the offered traffic of
the equivalent primary ghoup are caleulated from 3 given
moments. This conresponds Zo a set of 3 equations gor

2 unknowns, which obviously in many cases will not have an
exact solution. Could the authon please make a comment on
the accuracy of the gérst 3 moments of the overflow
agfic generated by the equivalent group as compared with
the moments of the actual overflow trafgic.

D. NIGHTINGALE, Australia : Where the §actornial moments
Fi, Fo and F3 are the moments overflowed grom a single
E)u&mg ghoup of circudts, offered pure chance trafgic,
equations (25} to (27) precisely detewmine the values of
A and N. Subsequent degeneration of this traffic will
then be determined exactly by the necuwtence (9) and
condition [5) will be satisfied. Where the offered
traffic 48 othen than pure chance in origin ERT-N ignones
condition (5) 4in selecting an approximate Enlang sysiem
whereas ERT-W ignores condition (32). Extensive testing
against exact solutions and simulated systems neveals
that ERT-N is generally bettern, on safen, zhan ERT-W, 4is
dimplen to use, and, without iterative complication,
coverns the entire neal nange of N. Funther comparative
examples in the fable below ilLustrate the accuracy of
ERT-N, where A is the balanced offered trafgic to each
group of a 2-group grading. Ejc 44 the g.o.s., 1 being
Zhe number of individuals and C the number of commons.

A €31 Esp Es3

EXACT ERT-N EXACT ERT-N EXACT ERT-N
1 L0174 L0175 L0040 L0040 L0008 L0008
2 L1155 1168 L0563 L0576 L0244 L0250
3 L2457 L2475 L1640 L1631 L1021 L1044
4 .3594 L3610 L2770 L2797 .2053 L2083
5 . 4492 L4504 L3734 . 3755 L3031 L3058

G. KAMPE, Germany : The diagram on page 5 of your papexr,
nepresenting a so0-called Wormald Charnt, contains various
curves but not the comresponding parameterns. Could you
please give an explanation to these cuwwes and their
parametens.

D, NIGHTINGALE, Australia : The Wowmald chart of Fig. 1
has a diagonal Line hepresenting pure chance trafgic the
magnitude of which is gdiven by the equal ondinates. The
nadials emanating grom the origin represent pure chance
tragic Lines with values determined by zthe points at
which they cross the diagonal. The transere on nealy
honizontal, Lines rephesent unit cireudt increments of
value zeno at the diagonal. Proceeding from this diagon-
al one counts negatively in an upward direction and
positively dowmvards. In his orniginal presentation it
was Wormald's intention to proceed consecutively from any
point on the chart, radially dowmwards, along the
appropriate thaffic Line, by the required number of
cineudlts to be travernsed by the offered traffic. For
example the point m=19.5, v=10.7 coincides with the
intersection A=10, N=-10 point. Traversing five cireuits
downwands on the A=10 Line gives m=14.7 andv=10.5.
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Modular Engineering of Junction Groups in Metropolitan

Telephone Networks

J. P. FARR

Telecom Australia, Perth, Australia

ABSTRACT

If a telephone network is designed so that each junction
route is dimensioned to the nearest circuit, then when
the network is re-dimensioned some time later to cater
for changes in point-to-point traffics the new design
would probably show that most of the routes should be
changed by at least one circuit. 0On the other hand, if
the network is designed so that each route is dimensioned
to the nearest preferred modular size {eg 5, 10, 15, 20,
etc), then when the network is re-dimensioned some time
later for changed traffics it is likely that only a small
proportion of routes would need to be changed. This
paper gives a comparison of circuit requirements and
costs for a real metropolitan network configured with
different choices of module size. The paper also includes
comparative statistics for different choices of module
size on the number of routes which would require a change
in size at the time the network goes through successive
stages of re-dimensioning to cater for the change in
traffic with time. A strong case is made for the adoption
of modular engineering as a design principle for metro-
politan networks employing alternative routing.

1. INTRODUCTION

The planning engineer entrusted with the task of
dimensioning the junction groups which interconnect a
network of telephone exchanges seeks to achieve a design
which will minimise the total cost of the switching
equipment, transmission facilities and external plant
whilst also satisfying the Administration's technical
criteria for congestion loss, transmission loss, etc.
Since present-day metropolitan telephone networks are
large, and utilise fairly complicated alternative routing
patterns, network design is a complex and lengthy pro-
cess. Nevertheless, an optimum design for a complete
network can be obtained by following a systematic pro-
cedure, and the process lends itself to computer-assisted
solution (Ref.1).

However, since the number, location and calling habits of
telepheone users change with time in response to demo-
graphic and social factors, the traffic wanting to flow
from one exchange to another is not static. It follows
that if the network is to continue to meet prescribed
standards of congestion loss the quantity of junctions on
the interconnecting routes must change. HNew routes will
sometimes be required, existing routes may increase or
decrease in size, and some routes should disappear when
they are no longer economically justified. Thus the
planning engineer's problem is not merely to arrive at a
design which is a minimum cost solution at one point in
time, but to achieve a framework in which network costs
will be minimised over a period of time.

In a network with alternative routing, an increase in
point-to-point offered traffic between two terminal
exchanges can be catered for in a number of ways, ranging
from carrying all of the traffic increment on the direct
high usage route linking the two terminals (assuming that
there is such a route), through sharing the increase
among the route alternatives, to carrying all of the
increment on the final choice route. A re-design based
on the higher offered traffic would probably indicate
some increase in traffic to be carried on the direct,
alternative and final choice routes with consequential
increases in circuits on all affected routes., More
careful analysis could show that the most economical
solution after taking once-only installation and admin-
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istrative costs into account is to carry all the

increased traffic on (say) the direct high-usage route,
resulting in a change to this route only. Thus, it is

not sufficient to produce a network design which, although
it will carry the traffic, takes little notice of the
existing network of interconnecting routes.

This paper describes a procedure called 'modular engineer-
ing' for designing the interconnecting junction routes

for a metropolitan telephone network. It will be shown
that the modular engineering process can result in a
network which costs very little more at the chosen
starting date than would a design using traditional
methods, and which costs less to update in response to
changes in traffic than does a traditional design.

DEFINITION:

Modular Engineering of trunk and junction groups requires
that the quantity of circuits initially provided on a new
route should be a preferred size and that additions to
existing routes should only be made in multiples of a
preferred size.

The principles of modular engineering were first des-
cribed by Levine and Wernander in a 1967 paper which
investigated the possible application of the method to
some inter-city trunk networks in the USA (Ref.2). The
American Telephone and Telegraph Co. has since adopted the
method for dimensioning inter-city trunk rautes (Ref. 5).

2. OPTIONS AVAILABLE WITH MODULAR ENGINEERING

If modular engineering is to be adopted as a network
design principle, policy decisions must be made with
regard to the following factorss

2.1 CHOICE OF MINIMUM PERMITTED ROUTE SIZE

For various practical reasons it is usual to set a lower
limit {eg 4 circuits) below which a high usage route will
not be established. |f the traffic does not warrant this
minimum number of circuits the traffic is first offered
to the alternative route. When routes are dimensioned in
increments of one circuit the minimum size of high usage
route to be permitted can be set at any desired value.
Modular engineering introduces a complication because the
minimum size permitted under the module rule may be
smaller or larger than the desired minimum route size.
Examples of incompatibility are:-

(i) a module size of 6 and preferred minimum route size
of 4.

(ii) a module size of 4 and preferred minimum route size
S 16

Such conflicts can be resolved by making the minimum
route size equal to the module size, or by using the
exact circuit quantity for cases in which the circuit
quantity lies in the range between the preferred minimum
route size and the next higher modular quantity.

2.2 CHOICE OF MODULE SIZES

Levine and Wernander concluded that for an inter-city
trunk network a module which is a multiple or sub-multiple
of the group channel size is most appropriate - eg
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modules of 6, 12 or 24 circuits (Ref. 2).

In metropolitan networks carrier and PCH systems are
generally not yet used extensively and a decision on
module size is more appropriately influenced by con-
siderations which relate to the switching and terminal
equipment rather than to the transmission equipment. The
other major consideration to take into account is the
relative economics of each possible module size from both
present and future view points; as the costs will be
influenced by network structure and traffic levels, a
special investigation is warranted for each network.

Later in this paper the relative economics of modules of
2,3, 4, 5, 6, 8 and 10 circuits are compared for one
Australian metropolitan telephone network.

There is also a case for using.two or more module sizes,
thus permitting a module to be chosen which is a function
of the size of the route. For example, modules of two
could be used on routes up to 10 circuits, modules of
four on routes greater than 10 circuits, and modules of
six on routes greater than 50 circuits. Such a policy
would tend to make the elapsed time between changes to
routes more uniform than would be the case with a fixed
module size.

2.3 CHOICE OF BREAKPOINT

Having chosen the module size or sizes to be used there
is freedom to choose the breakpoint in each range at
which the transition will be made from the lower pre-
ferred route size to the upper preferred route size, A
strong determinant is that a high usage route should not
be increased in size until it is fairly certain that the
route would still warrant the larger size even if the
actual traffic offered to the route falls marginally
short of the forecast traffic. Hence the breakpoint
should tend towards the upper end of the module range.
Furthermore, Levine and Wernander have shown. that the
optimum value of the breakpoint is about 50-70 percent of
the module size and is not critical in this region (Ref
2).

As an example, if the module size is 5, the minimum route
size is 3, and the breakpoint is set at 60 percent of
the module size, the following table would apply:

Calculated Circuit Hodular Engineered

Quantity (X) Value
0 ¢X<3 0
3 %<3 5
S <% ¢ 13 10
113) I X Wil8) 15

etc. etc.

2.4 POLICY ON FINAL CHOICE ROUTES

There are two ways of treating final choice routes -
either provide the exact circuit quantity as calculated,
or provide the next LARGER preferred size. There is no
reason why the exact quantity should not be provided, but
choosing the next larger preferred size has the advantage
of

. giving an in-built factor of safety against under
estimation of traffics,

requiring less frequent changes to the size of the
final routes, and

preserving the principle of modular engineering

On the other hand, the grade of service will be better

than intended and the number of final route circuits will
increase. For any one route the maximum overprovision
would equal the module size, but on average the increase
will be about 50 percent of the module size. Thus for

the network as a whole the circuit penalty through rounding
final routes is approximately-

(0.5) (module size) (number of final choice routes)

54

3. CALCULATING OVERFLOW TRAFFIC FROM MODULAR GROUPS

The circuit quantity to be provided on a high usage route
under the modular system will generally differ from the
exact quantity calculated from the design data and the
overflow to the alternative choice route has to be based
on the rounded quantity rather than the exact quantity.
Fortunately, the standard dimensioning formulae, graphs
or traffic tables can still be used to calculate the
moments (mean and variance) of the overflow traffic.

[If the Marginal Occupancy (also called H-factor)
method of computing the ideal quantity of circuits on
high usage routes is being used, and the mean overflow
( dx) from the ideal circuit quantity (X circuits)

has already been calculated, then a close approximation
to the mean overflow (® ) from the rounded quantity

of circuits (Y) is given by -

o(y = ax - H(Y-X), provided |Y-X| is small
H is the design marginal occupancy of the route - ie the
incremental traffic to be carried on the last circuit

when the offered traffic is held constant (0<H 1.0).
Since the actual marginal occupancy will vary as the
number of circuits varies (see Section 8), this expression
is exactly true only if [Y—X| £ 1, but is near enough for
most purposes if |Y-X| ¢ 3. Hence, if the module size

is {5 and the breakpoint is < 60 percent of the module
size, this approximation will cover the cases to be
encountered.]

4,  BACKGROUND INFORMATION ABOUT THE MODEL NETWORK

Some findings relating to modular engineering will now be
given for a particular metropolitan telephone network -
Perth, Australia. All input data used in the studies is
quite realistic for this network.

Perth has a population of about 800,000 people and there
are about 300,000 telephone stations. The telephone
network comprises about 60 terminal exchanges, 10 local
tandem exchanges and one trunk exchange. Over 80 percent
of traffic originates from crossbar exchanges with altern-
ative routing capabilities; the remaining exchanges

switch their traffic via routes with a fixed grade of
service. There are at present about 900 high usage

routes and 200 final choice routes in the network.

The method used by Telecom Australia for dimensioning the
circuit requirements from crossbar exchanges with internal
link congestion is based on the 'geometric group' model
(Ref 3,4). Final choice junction routes are dimensioned
for a grade-of-service of .005. In the studies which
follow it is assumed that the overall Variance-to-Mean
ratio of aggregated traffics on alternative and final
routes is 2.0 - this figure being based on measurements
of the Variance-to-Mean ratio on existing overflow routes
in the Perth network.

Typical alternative routing patterns permitted in the
model network are shown in Fig. 1. Note that all routes
carry traffic in one direction only and the differences
in routing from origins 11, 12 and 13 to destinations J1,
J2 and J3 are intentional

The results discussed below were obtained by dimensioning
and costing the network using a computer-based processing
system which is regularly used for designing this partic-
ular network. The system is described in Ref. 1.

It should be noted that the study results relate only to
traffic which is originated or terminated by subscribers
in the Perth metropolitan and outer metropolitan area;
transit traffic is not included.

5. EFFECTS OF VARYING THE MODULE SIZE

In order to study the effect of varying the module size
on network structure and cost the model network was

dimensioned and costed a number of times using different
modules of practical interest (viz 2, 3, 4, 5, 6, 8 and
10). For comparison, a reference network was engineered

AT.R. Vol Il No. I, 1977
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EXCHANGE TYPES:

I - ORIGIN TERMINAL EXCHANGE
J - DESTINATION TERMINAL EXCHANGE

X - X-TANDEM (FOR ORIGINATING TRAFFIC)
Y - Y-TANDEM (FOR TERMINATING TRAFFIC)

ROUTE TYPES:

=amwme DIRECT HMIGH USAGE
——— ALTERNATIVE HIGH USAGE
== FINAL CHOICE ROUTE

Fig.1 Alternative routing patterns in the model network

by dimensioning each route to the nearest single circuit
using standard procedures, as outlined for example in
Ref 4.

The same matrix of terminal to terminal offered traffics
was used each time, the traffics being a short-term,
network busy hour forecast, based on recent measurements
for this network, For this study, final choice routes
were dimensioned to the next higher circuit (rather than
to the next higher module) so that the grade-of-service
on final routes would be constant irrespective of module
size, The minimum size of high usage route permitted was
4 circuits, but as route sizes were required to be a
multiple of the module the actual minimum route size
varied from 4 to 10 circuits. After considering the
aspects discussed in Section 2.3 of this paper the
breakpoint used for transition from the lower preferred
size to the upper preferred size was set at 60 percent of
the module size.

Having computed the circuit requirements for all routes
the results were used as input to another computer
program which computed the costs (as annual charges) for
the internal and external plant needed to meet each of
the designs.

The results of this study are summarised in Table 1.

Three important findings about modular engineering of the
network under consideration can be drawn from this
table:

(i) any of the modules in the range 2 to 6 requires only
slightly more circuits, and results in only slightly
higher costs, than the reference network.

(ii) for modules in the range 2 to 6 the choice of
module size does not affect to any significant degree the
number of routes, the number of circuits, or the cost.

(iii) for modules greater than 6 the modular method
becomes progressively less economical. This is mainly

A.T.R. Vol 1l No. I, 1977

TABLE 1 EFFECT OF VARYING THE MODULE SIZE

(Note - final choice routes are NOT modular engineered)

MODULE | MINIMUM | ROUTES | CIRCUITS | €OST cosT
SIZE ROUTE | REQUIRED| REQUIRED | ($M) |[DIFFERENCE
SIZE (%)=
1 4 1091 23448 1.817 0
2 4 1091 23487 1.819 +0.11
3 6 1062 23545 1.822 +0.27
4 4 1092 23563 1.823 +0.33
5 5 1092 23591 1.824 +0.38
6 6 1062 23642 1.827 +0.55
8 8 969 24128 1.854 +2.00
10 10 883 24791 1.896 +4.35

* Compared with the reference network
(Note - total network traffic = 11796E)

because the reduced number of first choice routes causes
a higher proportion of traffic to be switched via alter-
native routes.

Thus, from (i) there is no initial. drawback to modular
engineering, and from (ii), the choice of module size in
the range 2 to 6 can be made on the basis of considera-
tions other than first-up costs. For example, on routes
which use carrier systems, one would favour a module size
which is a multiple or sub-multiple of the group channel
size. On routes using physical circuits, if all other
things are equal, one might favour modules which tend to
minimise the per-unit manhours required to increase the
size of the route to the next higher preferred size.

o
o
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A module size of 5 has been used in the Perth junction
network for some time. 5 was chosen because it is a sub-
multiple of all the route availabilities obtainable from
an LM Ericsson ARF group selector stage. Table 1
indicates that this choice is only slightly sub-optimum
for a static network., The remaining studies described in
this paper use module 5 for the purposes of illustration.

The next objective of the study was to qualify the find-
ings of Table 1 by comparing a modular engineered network
with the reference network at different levels of traffic,

To simulate an actual situation in which traffic grows
with time, four additional traffic matrices were pro-
duced. In these, each element was derived by increasing
the equivalent element in the initial matrix by a fixed
percentage. The percentages used were 5, 10, 20 and 30
percent. Thus, if for example, the network is growing as
a whole at an average rate of 5 percent per annum, then
the four matrices represent the equivalent of about 1, 2,
4 and 6 years growth. Naturally, these matrices would
only be approximations to the real situation as there
will certainly be variations in exchange growth rates,
and the community of interest between exchanges is known
to change with time.

The model network was dimensioned for each traffic

matrix firstly with circuit increments of 1 circuit (the
reference network) and then with modules of § circuits.
Factors other than traffic changes which could influence
the results (eg route availabilities and marginal
occupancies) were kept constant, Final routes were
dimensioned to the nearest circuit for constant grade of
service., The annual charges for the internal and external
plant needed to meet each design were then computed. The
results of this study are shown in Table 2.

TABLE 2

L and 5 respectively, are shown in Table 3(a).

TABLE 3(a) CHANGES TO ROUTES WITH

TRAFFIC

INCREASING NETWORK

(Note - final choice routes are NOT modular engineered)

ROUTES ROUTES
TRAFFIC (%) REQUIRED#| CHANGED#
CASE | AT AT % MODULE MODULE
DIFFER-
START[FINISH|CHANGE| 1 5 1 5 ENCE
A 100 | 105 5,0 |1108(1110 | 663 | 330 333
B 105 | 110 4.8 [1128]1129 | 685 317 368
¢ 110 | 120 9.1 [1172}1171 | 980 | 429 551
D 120 | 130 8.3 12081207 | 981} 426 555
% At Finish
*% Includes increases, decreases and new routes.

The prime advantage of modular engineering is the
stabilising influence it has on the size of individual
routes, and this effect is clearly shown in the Table.
Over the duration of each study period module 5 permits
most routes to stay fixed in size, whereas module 1
necessitates that most routes change in size. For
example, in Case A (5 percent traffic growth), 60 percent
of routes must change in size with module 1, but only 30
percent with module 5, and in Case C (9.1 percent traffic
growth), 84 percent of routes must change in size with

COMPARISON OF THE SAME NETWORK WITH MODULES 1 AND 5

(Note - final choice routes are NOT modular engineered)

NETWORK
TRAFFTC ROUTES REQUIRED CIRCUITS REQUIRED COST ($M)
MODULE | cceo | MODULE B I EER MODULE T

() | (%) | 1 5 ENCE 1 5 ENCE (%) 1 5 ENCE (%)
11796 | 100 | 10911092 1 23448 | 23591 | +0.61 1.817 | 1.824 | +0.38
12387 | 105 | 1108|1110 2 24348 | 24494 | +0.60 1.887 | 1.895 | +0.43
12978 | 110 | 1128}1129 1 25301 | 25440 | +0.55 1.960 | 1.968 | +0.41
14159 | 120 | 1172|1171 -1 27109 | 27249 | +0.52 2.100 | 2.109 | +0.43
15340 | 130 | 1208{1207 -1 28995 | 29142 [+0.31 2,246 | 2,256 | +0. Lk

The table shows a consistent pattern with the number of
circuits and costs for module 5 always at a slight dis-
advantage compared with the reference network. On
average, module 5 requires 0.55 percent more circuits and
costs 0.42 percent more than the reference network.

6. EFFECT OF CHANGING TRAFFICS Oft ROUTE SIZES

The next aspect to consider was the effect of traffic
growth on the size of each individual route and to do
this the number of circuits on each route was compared
for different pairs of traffic matrices. In this way it
was possible using the traffic matrices mentioned earlier
to simulate (for a network in which traffic is growing at
about 5 percent per annum) the growth in route sizes from
year 0 to year 1, from year 1 to year 2, from year 2 to
year 4, and from year 4 to year 6 (ie cases A, B, C and

D respectively in Table 3(a)). After comparing circuit
quantities at the start and finish of each period, each
route was categorised as being

unchanged in size,
decreased in size,
. increased in size, or
. a new route

The latter three categories were then lumped together as

a single category ''changed in size''. The results of this
analysis for modules 1 and 5, and minimum route sizes of
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module 1, but only 37 percent with module 5.

In the studies presented in Table 3(a) the modular

method was not used for final routes in order to ensure
that the grade of service on these routes was kept at the
specified design level so as not to introduce another
variable into the comparison. In practice, the final
routes would probably be modular engineered, but the
route size would always be taken upwards to the next
higher module. This slightly improves the grade of
service of the final routes but increases the cost of the
network. |t also stabilises the size of each final route
for a longer period than occurs if these routes are
dimensioned to the nearest circuit. Another study was
therefore conducted as in Table 3(a) but with the final
choice routes modular engineered.

The increase in the number of circuits as.a result of
rounding the size of final routes upwards to the nearest
5 circuits comes to about 400, and as there are 200 final
routes in the network, this averages 2 circuits for each
final route. The increase in the number of final route
circuits is equivalent to 1.7 percent of the total!l number
of circuits in the whole network at the base traffic
level (11 796E), decreasing to 1.4 percent at the 130
percent traffic level (15 340E). Costs may or may not be
higher, depending on the balance between the extra cost
of the junctions and the savings attributable to not
having to change the size of final routes so often.
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A summary is presented in Table 3(b) for modules 1 and 5
showing the stability of the network when traffic is
increasing.

TABLE 3(b) CHANGES TO ROUTES WITH INCREASING NETWORK
TRAFFIC

(Note - final choice routes ARE modular engineered)

CUMULATIVE TOTAL
ROCMESHCHANCED OF ROUTE CHANGES
casEs MODULE T MODULE .
! 5 ENCE 1 5 ENCE
A 663 265 398 663 265 398
B 685 238 L47 1348 503 845
C 980 370 610 2328 873 1455
D 981 | 377 604 3309 | 1250 | 2059

* See Table 3(a) for explanation

Now, in Case A (5 percent traffic growth), only 24 per-
cent of routes change with module 5, and in Case C (9.1
percent growth), only 32 percent of routes change with
module 5, compared with 60 percent and 84 percent,
respectively, for module 1. This is the major finding to
come out of the study.

It might be thought that the sudden changes in overflow
traffic which occur when first choice routes change in
size could result in frequent changes to the size of the
alternative routes. However, examination of the data
used for Table 3(b) indicates that the alternative
routes out of an exchange have about the same propensity
to change as the first choice routes from that exchange.

7. BENEFITS FROM MODULAR ENGINEERING

it would be possible to estimate from the last column in
Table 3(b) the savings which accrue through modular
engineering from being able to leave routes unaltered in
size for longer periods. The cost of establishing new
routes and of altering the size of existing routes
includes a once-only fixed component (independent of the
magnitude of the change in the number of circuits). |If,
for example, the overall fixed cost for all participating
Engineering Sections of establishing or changing a route
was equivalent to 1 man-day (a conservative figure for
the Perth junction network), then the savings would be
398, 447, 610 and 604 man-days for Cases A, B, C and D
respectively, and the cumulative savings would be 398,
845, 1455 and 2059 man-days after 1, 2, 4 and 6 years
respectively. (If a smaller module is used (eg 2 or 3)
the advantage gained through stability in route sizes
would be less than with a larger module (eg 4 or 5)
since, on average, the routes will have to change in size
more often).

When an alteration is made to the size of a working route
it is usually necessary for some of the existing circuits
to be made temporarily unavailable, thus reducing the
traffic carrying capacity of the route. Also, there is a
possibility that faults will be induced in the course of
effecting the change. It follows, that by reducing the
frequency of changes through the use of modular engineer-
ing, these and other disruptive effects can be reduced.

An advantage to the Drafting and Installation Sections in
having a modular engineered network is that, since only
certain sizes of circuit groups are permitted, a smaller
number of standard interconnection patterns can be used
for the grading of circuits. In addition, in the absence
of any other over-riding factor, the choice of module
size (or sizes) may be suited to the convenience of the
Installation Section technicians, Also, under growing
traffic, although the total number of circuits to be
increased is not fewer under modular engineering, the
number of routes to be changed is decidedly less and this
factor makes the task of managing the changes considerably

easier for Sections such as Planning, Drafting and
Installation.
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Although this paper has concentrated discussion on a
network engineered with a fixed module, an appropriate
combination of modules (eg. 2,3,4 and 5), selected as
outlined in Section 2.2, could possibly yield greater
benefits than if only one module size is used. This
concept will be the subject of a later study.

The modular engineering philosophy, with minimum route
size of 5 circuits and module size of 5 circuits, has
been in use in the Perth metropolitan telephone network
for a few years. No special problems have arisen and the
system is considered by Planning, Installation, Drafting
and Operations Sections to be more satisfactory than the
method previously used in which circuit incre-

ments and decrements of 1 circuit were permitted.

8.  EFFECT OF MODULAR ENGINEERING ON H-FACTORS

If the number of circuits specified by a modular engineer-
ing design for a high usage route is different from the
exact theoretical quantity then this means departing from
the correct marginal occupancy (H-factor) and is, in

fact, equivalent to designing with a different H-factor.
(This happens to some extent even with the traditional
increment of 1 since for a given H-factor the exact
circuit quantity will generally be non integer, and the
quantity must be rounded {eg to the nearest integer
value), thus slightly altering the H-factor.)

Table 4 illustrates the effect of rounding on H-factors

for some typical route designs from an LM Ericsson ARF-10
two-stage crossbar group selector stage. For the purposes
of this illustration the module size used is 5 and the
breakpoint is 60 percent of the module range. The traffics
have been deliberately chosen to give ideal circuit
quantities at the extreme ends of each module range - eg
for a rounded quantity of 10, the lower admissible require-
ment is 8.0 circuits, and the upper limit is 12.9 ¢ircuits.
The table thus depicts the 'worst' cases.

The absolute difference between the actual and correct
value of H is at its greatest (about + .20) for the
combination of low availability and low traffic, and
decreases as the traffic and availability increase. The
difference is less than + .10 for offered traffics in
excess of about 25 E. -

Naturally, the discrepancy between the specified and

actual H-factors is more pronounced the larger the

module size. If it is desired to minimise the discrepancy,
a range of module sizes could be used, as suggested in
Section 2.2, using a module size which is roughly pro-
portional to the size of the route.

However, it has already been noted in Section 5 that
using modules in the range 2 to 6 has a negligible

effect on either the number of circuits or costs of the
total network. Hence, the fact that the H-factors being
used are different from the ideal values is apparently of
little significance to the final ocutcome. To further
test this hypothesis the reference network was dimen-
sioned with H-factors which differed from the ideal by up
to + 0.20. This was done for five traffic matrices with
total network traffic ranging from 11 796E to 15 340E.

On average, the cost of the resulting junction network
was only 2.0 percent more than the cost of the equiva-
lent reference network dimensioned with the ideal set of
H-factors. This is in line with other studies which have
shown that alternative routed networks are not very cost
sensitive in the vicinity of the optimum design. As a
corollary, it would seem that there is little point in
the first place in trying to compute H-factors to great
accuracy, especially if modular engineering is employed.

9.  CONCLUSIONS

Levine and Wernander showed that in a once-off design (ie
based on static traffic), a marginal case exists to
support the use of modular engineering in alternative-
routed inter-city trunk networks. The present paper has
shown that for a metropolitan network employing alterna-
tive routing the first-up costs are only slightly higher
with circuit modules of 2, 3, 4, 5 or 6 than with the
traditional increment of 1 circuit. A second important
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TABLE 4  VARIATION TO H-FACTORS
AVAIL- TRAFFIC IDEAL IDEAL MODULAR ENGINEERED DIFFERENCE
ABILITY | OFFERED | H-FACTOR | CIRCUIT TO H-FACTOR|
(E) QUANTITY | CIRCUIT | H-FACTOR
QUANTITY

5 6.2 .60 3.0 5 .ho =120,

5 7.7 .30 7.9 5 .50 .20

10 12.5 .68 8.0 10 .56 =12

10 12.6 . 12.9 10 .56 .15

10 19.0 .30 22,9 20 ) .10

10 11952 .30 23.0 25 2k -.06

20 25.0 . 4o 28.0 30 .31 -.09

20 25.1 .22 32.9 30 .31 .09

20 48.0 .30 579 55 37 .07

20 48 1 .30 58.0 60 .26 -.0k

finding is that when one considers the dynamic situation - Networks. Conference on Computers in Engineering,

ie a network in which inter-exchange traffic is growing
from year-to-year, a very convincing case exists for the
use of modular engineering by virtue of the significant
savings in administrative and installation costs which
accrue on account of the fact that routes stay fixed in
size over a longer period than with the traditional
increment of 1. A third finding is that although the
modular concept results in the use of non-ideal marginal
occupancies on high usage routes, this is of little
consequence,

10. REFERENCES

1. FARR, J P A Computer System for Designing Telephone

Discussion

G. THIERER, Germany : In this paper, an interesting
method for modular engineering of metropolitan networks

44 presented. Can thus method also be applied economically
to Long distance DOD netwonks.

P. FARR, Australia : It {8 thue that my own siudies have
dealt specifically with the application of the modular
engineening method Zo metropolitan networks. Yet Sections
1, 2, 3, 7 and § of my paper are quite general and are
nelevant to Long distance netwonks.

Some particulan factorns may be more relevant to Long
distance netwonks than to metropolitan netwonks. For
example,

(4}  alternative nouting may not be availfable. Full
benefits are not available in this case.

(ii) Bothway houtes are sometimes used in bong
distance networhs. This does not present more
0f a problem with modularn engineering than
under conventional dimensioning.

[£id)  Cawrien and PCM systems are extensively used
Ain Long distance netwonks. 1§ modular engineerning
5 used and the module size i4 made equal to the
group channel size (e.g. 12), the utilisation of
the transmission facility is improved since each
basic design module would have no unused channels.

{(4v)  Since a Long distance twnk group may pass
Zhrough many intermediate points the costs of
making a change in ghoup size may be much higher
than in a metropolitan network, thus gavouring
the modular method. ALso, Less multiplexing
equipment may be needed at intenmediate points.

Clearky, a special analysis is necessary for a netwonk in
order 2o make conrect choices in regand to the options
mentioned £in Section 2 of my paper (4i.e. minimum route
size, module size, breakpoint and policy on final routes).

58

Perth, The Institution of Engineers, Australia. September
6-7, 1976. Preprint of Papers.

2. LEVINE, S W and WERNANDER, M A Modular Engineering
of Trunk Groups for Traffic Requirements. Fifth Inter-
national Teletraffic Congress, 1967.

3. BRIDGFORD, J N  The Geometric Group Concept and its
Application to the Dimensioning of Link Access Systems.
Fourth international Teletraffic Congress, 1964,

L, Design and Dimensioning of Alternate Routed
Networks. Telecom Australia Engineering lInstruction,
Planning Traffic J1300, 1965,

5.  WERNANDER, M A Personal Communication. May, 1976.

Levine and Wernander (Reg. 2) investigated the possible
application of the modular method to Long distance net-
wonks in USA, and thein study method and §indings will
be of value to persons intenested in Long distance net-
works., The ATET Co. has recently adopied the modular
method fon dimensioning fLong distance routes. Up to a
nequirement of 18% thunks, groups are sdized exactly.
Beyond this only modufes of 12 are used.

*Authon's note : M. Eisenbeng has since informed me
that this will Likely be changed to 12.

M. EISENBERG, U.S.A. : The same administrative savings
discussed in your paper could be achieved by allowing
the initial design to consist of twunk groups of any
size, but to make changes only if the magnitude exceeds
some minimum value. Full modular engineering can be
justified only by savings resuliting from granularity in
switching and termination equipment. Have you obtained
any evidence justifying full modular engineering rathen
than simply imposing a minimum threshold §or making
changes.

P. FARR, Australia : There would be many similarnities
between modilar engineering as 1 have deseribed it and a
method in which a noute is only allowed o change in size
when it wawants an increase by a given amount. But I
have not done any studies on this Catter method.

Depending on Local considerations there may be good
reasons 2o prefer true modulan engineering to the alter-
native which you have suggested. For example, off an
ARF crossbar group selecton stage it is convenient to
d4ze ctreudlt groups An modules of 5 because -this is a
sub-multiple of all the possible noute availabilities
lviz. 5, 10, 20 and 40). Again where carrien systems

are utilised a module which is a mubtiple on sub-multiple
0f the basic facility unit could be strongly preferred
as 1 said earlien in neply o the question on Long distance
trunks. 1 nepeat that an analysis be made of factors
which are nelevant to each netwonrk,

AT.R. Vol Il No. I, 1977



A.T.R. Vol 1l No.

I,

1977

Modular Engineering of Junction Groups

BIOGRAPHY

JOHN PETER FARR joined the Postmaster—General's Department as a cadet
engineer in 1959, and graduated with Honours in Electrical Engineering in
1963. He then completed a Master of Applied Science degree at the
University of British Columbia with a thesis on the use of holograms for
compressing the bandwidth required for the transmission of television
signals. He also holds a degree in Economics.

In 1966 while working for the British Columbia Telephone Company he
developed one of the first computer-based methods for optimising the
location of tandem in metropolitan telephone networks employing alternative
routing. Returning to Telecom Australia he spent some years in Planning
and laid the foundation for computer utilisation in such fields as
processing traffic measurements, forecasting network traffics and
dimensioning junction circuit requirements on a network basis. In the

last few years he has worked in the fields of exchange installation, radio,
and telegraphs and data; in the latter area he was the Project Manager for
the installation of the Perth centre in the Common User Data Network.
Currently he is Senior Engineer (Switching and Transmission) in Metro-
politan Operations and has a special involvement in the introduction of
ARE-11 stored program control exchanges in Australia.

Throughout he has maintained a close involvement in the planning and
optimisation of telephone networks and was responsible for the studies on
modular engineering presented in this paper, and for the world's first
full-scale implementation of the method in the Perth metropolitan network.



A Mathematical Model for the Long Term Planning of a

Telephone Network

S. BRUYN

University of Adelaide, Adelaide, Australia

ABSTRACT

This paper presents a mathematical model for the long-term
planning of a telephone junction network. The use of
this model to minimize the cost of a network whilst main-
taining grade of service requirements at each time period
results in a large non-linear programming problem. A
dynamic programming algorithm to solve this problem is
presented and applied to a practical problem.

1. INTRODUCTION

This paper presents a mathematical model for the planning
of a telephone junction network over a number of time per-
iods. The model is based on a model for a single period
developed by Berry [1,2]. The network has alternative
routing and full availability conditions. The model
results in a large mathematical programme with a non-
linear, non-differentiable objective function. In the
case of the Adelaide telephone network for five time per-
iods the programme involves over 17,000 variables and over
22,000 constraints.

In order to overcome the difficulty of size, the problem
was formulated as a dynamic programming problem and an
algorithm which reduces the problem to a series of smaller
subproblems was developed. This algorithm is based on
the Progressive Optimality Algorithm developed by Howson
and Sancho [L4], which iteratively applies a general two-
stage solution to successive overlapping stages of the
problem. During the calculation of any two-stage solu-
tion, the variables for the other stages are not required
and hence need not be stored in core storage. Thus the
size of the problem which can be handled on a given com-
puter is limited by the size of the two-stage problem, not
by the size of the overall problem.

The two-stage problem which arises in the dynamic pro-
gramming algorithm, although much smaller than the main
problem, is still a large problem, with over 3,000 vari-
ables for the Adelaide network. Berry [1,3] obtained a
solution to a similar problem using a modified form of
Rosen's gradient projection methed. In the long term
planning problem however, while the constraints have the
same form as in Berry's problem, the objective function
is not differentiable everywhere and hence the gradient
may not exist at a given point. A subgradient exists
at all points and this is used if the gradient does not
exist.

The algorithm has been tested using the Adelaide telephone
network and the results of these tests are discussed in
section 4.

2. MATHEMATICAL MODEL

2.1 BACKGROUND

An alternative routing telephone network can be represent-

ed by a directed graph with the nodes representing ex-
changes and the links representing the junctions between

them. A pair of exchanges, one originating traffic and
the other terminating traffic is cdlled an origin-
destination pair or, more concisely, an O-D pair. There

are two types of links which should be distinguished.
Those links which carry traffic directly between O0-D
pairs are called direct links. Links connecting 0-D
pairs via tandem exchanges carry traffic which overflows
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from direct links and are called overflow links. The di-
rect links are labelled, in some order, by the integers .
1,2,...,k,...,N and the overflow links by 1,2,...,1,..,N
The 0-D pairs are labelled to correspond with the direct
links between them. In some cases the traffic offered
to an 0-D pair is too small to justify provision of a di-
rect link and when this occurs the direct link is still
allowed to exist but is considered to have zero junctions.

Between each 0-D pair there is a number of permissible
routes or chains connecting them. These chains are
denoted by Rﬁ,Rg,...J¢(k) where RY is the direct link,
k, and Jj(k) is the total number of permissible chains
between 0-D pair k. The traffic carried on chain R,
between 0~D pair k 1is called a chain flow and is denoted
by ki. The total traffic offered to 0-D pair k, meas-
ured in erlangs, is denoted by £k, This traffic is
first offered to the direct link Rﬁ which carries lﬁ.
The remainder is offered to R§ which carries h§ and so
forth. The fraction of the total traffic offered to 0-D
pair k which overflows from the last chain is called the
traffic congestion and is denoted by BX.

Given a chain flow pattern for the whole network, the num-
ber of junctions on each link can be calculated using the
following dimensioning formula developed by Berry [1,2]
using an equivalent random approach.

[ (M-£) M ]
[ (Mo-1) (M=) +v ~ (M-1)M+V |

n = f+A

(1)

where M is the mean of the traffic offered to the link

V is the variance of the traffic offered to the
link

f is the traffic carried on the link

v is the variance of the traffic overflowing from
the link

A is the equivalent random traffic which produces
overflow traffic with mean M and variance V

The total junction cost for the network is given by
N

N
C= ] om + Ci& (2)
k=1 i=1

where ¢y is the cost per junction on direct link Kk.
c; 1s the cost per junction on overflow link 1.

The following constraints are placed on the chain flows
by conservation considerations.

I o=t for all k (3)

j=1
where o=tk (1-B) (k)
B 20 for all §,k. (5)

As the numbers of junctions, nk,ﬁi, can be expressed as

non-linear functions of the chain flows, the problem, min-
imize C subject to the constraints given by (3), (4) and
(5), is a non-linear programming problem with linear con-

straints.

A solution to this large non-linear programme was obtained
by Berry [1,3] using a modified form of Rosen's gradient
projection method which used the special properties of the
constraint equations to obtain an explicit form for the
gradient projection.

AT.R. Vol 1l No. I, 1977



2.2 THE LONG-TERM PLANNING PROBLEM

Consider a series of time periods, denoted by
0,1,2,...,P5...,T with an existing telephone network at
period p=0. The notation described above will be used
with the addition of an extra subscr&pt, p, denoting the
time period, where necessary e.g. is the flow carr-
ied on the jth choice route between 0-D pair k at time
period p.

The cost of changing the number of junctions on a link
from time period p=0 to the time period p=1l 1is simply
the increase in number of junctions multiplied by the cost
per junction at p=1. It is assumed that a decrease in
the number of junctions results in zero cost. The in-
cremental cost of changing the whole network from its
state at p=0 to its state at p=1l 1is given by
N N

Ci= Z ciy [max(my o oy J-myo I+ Z <Ei l[max(;li 0 ’ﬁ-i 1 )’;Ji o] (6)

k=1 i=1

Similarly, from p=l1 to p=2 the increment cost is
N

Co= ) cka[max(nco ,nuy snk2 )-max(ngo ,1uy )]
k=1

N
+ ) G2 lmax(nio,m 1,02 )-max(fo,n )] (ifH
i=1

In general, .
N N

Cy= -ma + Y o 0y o )-max{n; ;
b glep[?gg(nkq) g<§(nmq)] i§1Clp[§2§( i) q<p( iq )]

(8)
The total incremental cost over all time periods is then

&
G (9)

1

If at each time period, the network must satisfy grade of
service requirements then the long term planning problem
becomes the following mathematical programme.

b
Minimize C = § GCp (10)
p=1
AR s
subject to ) b, =b, for all k,p (11)
i
n, 20 for all j,k,p (12)

2.3 DYNAMIC PROGRAMMING FORMULATION

Consider a sequential decision process with input state at
stage p given by vector

Xp:(xlp,...,xkp,...,pr,xN+lp,...,xN+ip,...x )
where

%p= DEX T

XN+ i P I‘ng‘g 0

The decision variables are given by the vector
Yo = Xpe1 = %ps
where Xp4+; 1s the output state.
The return function for stage p 1is
o (Xp o Xpe1) = (Kps1-Xp ). 0p
,ch,élp,...,Eﬁp)

where Sy = ey oo

i.e. 8 (X Xper) =

N N
k;} cicp pax (g )-max(ny )+‘ —21 & p (max(f; )-max(n, ;)]

=Cp

If the decision process is considered to have additive
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returns and the X, 1lie in a bounded domain implicitly
given by equations (11) and (12), then the solution of
the dynamic program

T
Minimize | g, (X, ,X4,) (13)
p=1

is identical to the solution of the programme given by
equations (10), (11) and (12).

3. SOLUTION OF THE MATHEMATICAL PROGRAMME

3.1 A DYNAMIC PROGRAMMING ALGORITHM

The algorithm to be described iteratively solves the
following two-stage problem.
N

Minimize G, = ) Ckp(max ngq-max nkgq]
P o
o a<p a<p

N N
¢ N &= 0 g+ max - max i
+i=21Clp[g12§ Sl an%)]( nlq] k=21Ckp+l[q<P+lnkq Q<p+lnkqj
ﬁ ~ ~
+ 1 G par [ max mq- max n o] (14)

i=1

while holding nyg .0 05+ +sTkpot sl palslkp+1sNipsy CON-
stant for all k and i

i.e. minimize with respect to mnx, and nip.
i (k)

3 k

subject to ) h, =D,
i=1

for all k (15)

i N0 for all Jj,k (16)
The algorithm is started by assigning an initial chain
flow pattern to each time period and proceeds as illustra-
ted in Fig.l.

This algorithm is based largely on the Progressive Optim-
ality Algorithm described by Howson and Sancho [4].

There is, however one major difference between the
algorithms and that is in the two-stage problem which is
solved in each iteration. The Progressive Optimality
Algorithm requires that the initial and terminal states
of the two-stage vproblem, i.e. zn(a;c fg(q N glg%( ﬁiq and

max o remain fixed. Forcing max
age¥ Mka S € Gp¥y e

max

a<ptl

and max ﬁi to remain constant would add non-linear
agp*1 11

constraints to the problem and hence make it much more

difficult to solve. The numbers of junctions at period

ptl, i.e. n,, and 1., can be kept constant with-

out affecting the constraints because the chain flows at
one period are independent of those at another period.
This difference from the Progressive Optimality Algorithm
means that Howson and Sancho's proof of convergence of
the algorithm is not valid in this case even if the stage
return function g, 1is differentiable. A proof of con-
vergence has not yet been developed however computational
evidence, which is described in the next section, supp-
orts the validity of the algorithm.

The algorithm requires the terminal state to be fixed and
to achieve this an artificisl terminal state is added.
This extra stage has all link costs set to zero so as to
have no effect on the total cost and to ensure that _

max and max- n do not vary.
428X, Mg QB Dia Y Ngrey  8nd Ty T4y

are set at very large values.

3.2 A SOLUTION OF THE TWO-STAGE PROBLEM

The mathematical programme given by equations (1k4), (15)
and (16) has constraints of & form identical to those of
the mathematical programme given by equations (2), (3)
and (6). This suggests the use of & similar method to
that described by Berry [1,3]. However, the gradient
projection method requires the objective function to have
continuous first derivatives and equation (14) is not
differentiable with respect to the chain flow variables
at period p, when mp 1is equal to
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START

Initialization

I=0 1.

D=Trd
p=0 2

4=0
p=p+1 3
Store hy 1., G
Minimize G, L.
A= 5
max(8, [hy 1~y 1.4 ]) :
6.
7.

1. Set initial values of the chain flows.
I is a control count of the number of iterations.

2. Start a new iteration at stage O.
Delta is a control variable.

3. Store hy .1 (chain flow pattern for the network at
period p after the n-lth iteration) until calcul-
ation of delta below.

L. Solve the two-stage problem.

5. Calculate delta.

6. Advance another stage until final stage is reached.

7. 1If delta is less than the accuracy limit or if the

maximum number of iterations have been completed
then STOP.

Fig. 1. Dynamic Programming Algorithm
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gsa.x Nyq OFr Igp+1, similarly for ny. Considering
<P

just qne link, the following possibilities arise,

A

max nky < MaX Tkgq

1. max nkgq
q<p agpe q<ptt

2. max Nkq = Max Nkq < MaX Nkg
q<p+1

q<p a<p
3. max ngg < max Nggq = MmMax ny
a<p % acp 9 7 qepr1 *9
L. max nx, = max nkq = max n
. Kk
Gep 4 T ggp 9 gqgpra M

Case 1. The two-stage cost associated with the link is

Gkp = (Ckp=Ckp+1)Tkp + Ckp+ilkp+1 = Ckp max Mg

and the general partial derivative is

[-%3

G 3n
35— (eupmcupr ) S

ip ip

ar

Case 2. The two-stage cost associated with the link is
= c y - ¢ max n
Gy p kp+1Dkp+1 xp+1 M8X Niq

If mkp < maxX nkq, then the general partial derivative
q<p

is

I Ny = gn%),( Nyq, then the general partial derivative

does not exist.
Case 3. The two-stage cost associated with the link is
= Ckphkp — Ckp MAX N
ka kpkp Kk p a<h k q
If mn, > ngp+ys then the general partial derivaiive 1is
9Gxp _ n
e T Cke ahg, .
ip i

If ng, = nkp+1 then the general partial derivative does
not exist.

Case 4. The two-stage cost associated with the link is
Gyp = O

If ng, < max ngg then the general partial deriva-
tive is S

3Gk p
E
ip

=0

If g, = qmg.gc nyg then the general partial derivative

does not exist.

A vector v is a subgradient of a convex function f at
a point z if

(x} 2 £f{z} + vI(x-z) for all x

If f is differentiable and finite at z then v 1is
unique and is the gradient, vf(z), of f at z. More
detailed information about the theory of subgradients can
be found in Rockafellar [5].

The optimization of the two-stage problem is carried out
using the gradient projection method which is modified
by using & subgradient when the gradient does not exist.
The subgradients, of the various components of the ob-
Jective function, which are used are the partial deriv-
atives, where they exist and elsewhere the following,

Case 2. If n, = gl%;c Nyg, then the subgradient is

3 3
Yk=ckpﬁj--a—ckp+l#n~‘“ 0 <o =1l
ip ip
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Case 3. If my, = n,4;, then the subgradient is

9 on
Yk:Ckpa_Eln(_m 9Lkp 0sa=<1

T Ckpr1 Gt @
ip ip

Case 4. If ng, = max nyq then the subgradient is

an
Yk = Ckp EETL a 0<acgi
ip

The partial derivatives, are calculated, with

dngp

ane ?
ip

some slight modifications, as in Berry [aie

4. COMPUTATIONAL RESULTS

The mathematical program was applied to the Adelaide tel-
ephone network. Traffic dispersions and junction costs
were supplied by the Australian Telecommunications Comm-
ission in Adelaide for 5 time periods, viz. 1975, 1980,
1985, 1990, 1995. The junction costs for 1975 were based
on capital costs and those for 1980, 1985, 1990, 1995 were
calculated by discounting the 1975 costs by factors of
0.650, 0.275, 0.075, 0.013, respectively. The network
consists of 32 exchanges which both originate and termin-
ate traffic, 5 exchanges which terminate traffic only,

and 4 tandem exchanges. There are 1141 0-D pairs with
each pair having 2 overflow routes and, unless the offered
traffic is below an arbitrary cut-off figure (1.85 er-
langs in 1980), & direct route is also provided.

In order to obtain a fixed initial state for the algorithm,
the network was optimized for 1975 using the method de-
scribed by Berry [1,3]. The algorithm was tested with

3 different starting points. The first starting point
was obtained by optimizing the network for each time per-
iod as was done for 1975. The second starting point was
obtained by assigning the chain flows so that for each

0-D pair, at each time period, the proportion of flow on
each route was the same as in 1975. The third point was
obtained by assigning traffic for each 0-D pair in the
ratio to offered traffic of .6, .2, .18 to the first,
second and third choice routes respectively, or, if no
direct link is provided, in the ratio .6 and .38. In all
cases the congestion for every 0-D pair was set at 0.02.
The main algorithm was limited to 5 complete iterations
and the algorithm for finding the solution of the two-
stage problem was limited to 100 iterations. The main
algorithm was terminated if, after any complete iteration,
the maximum change in any chain flow variable was less
than 0.5 erlangs. The two-stage algorithm was terminated
if the two-stage cost decreased by less than one dollar

in successive iterations.

Initial Point Initial Cost Final Cost c.p.time (sec)
i $1,336,662 $1,326,658 13,610
2 $1,340,7k0 $1,325,052 8,085
3 $1,986,960 $1,409,105 12,276
Table 1.

Table 1 shows the decrease in cost for each starting point
after 5 iterations and the central processor time taken on
a CDC 6400 computer. The time taken for the first start-
ing point includes the time taken to set up the starting
point. The number of junctions on each link was rounded
up to the nearest integer and a count was taken of the
number of links which had a decrease in the number of
junctions between successive time periods. This gives
the number of links which have unused junctions at any
time period. These numbers were obtained for each
starting point and their respective final points obtained
after 5 iterations of the algorithm, and are given in
Table 2.
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No.of links with decrease in junctions
Initial Point

Initial Point Final Point

1 31 >

2 13 10

3 229 82
Table 2.

Table 3 gives the total cost of the network at each time
period for the first and second starting points at both
the initial and final points of the algorithm.

First Starting Point Second Starting Point
Year

Initial Final Initial Final
1980 | 2,894,588 | 2,887,102 | 2,895,958 (2,885,172
1985 | 1,591,185 | 1,586,457 | 1,594,815 {1,585,2k2
1990 532,693 531,299 535,L49 531,288
1995 108,960 108,667 109,7907 108,937

Table 3.

These results show that as well as decreasing the cost of
the long-term problem, the algorithm alsc decreases the
total cost at each time period. This suggests that, for
the Adelaide network at least, a near optimal solution to
the long-term problem will result in chain flow patterns
which give near optimal solutions to the single period
problems.

The traffic dispersion forecasts used in these tests have
the property that the offered traffic increases with the
time period for almost every O-D pair. In order to test
the algorithm with data which did not have this structure,
traffic dispersion figures were obtained by using a set of
random numbers, uniformly distributed between O and UO.
The algorithm still gave a reduction in cost at every it-
eration and after 5 iterations the cost had been reduced
from $5,107,530 to $4,486,487. This shows that the
algorithm is not dependent on link junction numbers in-
creasing with time and can deal with problems having a

large number of links where max ngq = max mxgq-
a<p agp

5. CONCLUSION

A mathematical model for the long-term planning of a tel-
ephone junction network and an algorithm for obtaining the
minimum cost for the network have been developed. The
algorithm solves the problems of having a large non~linear
mathematical programme and a non-differentiable objective
function. Tests on a practical network have shown that
the algorithm does reduce the cost of the network but that
it needs a large amount of computer processing time.
Further work needs to be done in an attempt to accelerate
the convergence of the algorithm and hence reduce the
processing time.
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Discussion

D, MANFIELD, Australia : In your paper the variables of
the obfective function are the numbens of Links and the
consthaints are expressed in terms of the chain §Lows.
Could Mr. Bruyn give us some idea of how the cost function
was obtained in tenms of the numberns of Links grom the
chain §Lows genenated by the algorithm and whethen these
numbers were generated at each Lteration.

S.J. BRUYN, Australia : Junction numbers can be caleulated
grom the §Low on the Link using Berwy's dimensioning
gormula. The objective function is considered as a non-
Linean function of the chain fLows and L8 caleulated
dinectly grom the chain §Lows when nequired. See
neferences 1-3 in the paper.

N.W. MACFADYEN, U.K. : Could you give an indication of the
sensitivity of the algonithm to errons in the thaffic data
and the discount factors employed.

S.J. BRUYN, Australia : The algonithm appears to reduce
the total netwonk cost negardless of the discount factons
used, Lt even neduces the cost Lf function costs increase
with time.

Sensitivity 2o changes in offered traffic has been tested
by uniformly increasing all trafgic by a given percentage.
The percentage nise in total network cost s smallen than
the nise in the traffic, e.g. 5% nise in traffic nesults
in approximately 3% nise Ain cosi, and 25% nise in traffic
nesults in approximately 19% nise in cost.

D.J. SUTTON, Australia : The juncition costs used in your
computational nesults decrease very rapidly with time.
Can you explain why you chose these discount factorns.

S.J. BRUYN, Australia : This was an erron in the data used
in the early experiments with the algonithm. The discount
figure should have been 9% per annum which would give
discount factons of .650, .422, .275, .178. 1§ these
changes anre made as well as some imapovements to computa-
z)téonaz aspects of the algonithm Tables 1, 2, 3 in the paper
ecome:

Tnitiak Point | Initial Cost| Final Cost | CP Time [sec)
1 1,921,912 | 1,918,308 7,297
2 1,945,764 | 1,938,017 1,964
TABLE 1
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No. of Links with Decrease in Junctions
Initial Poink
Initial Point Final Point
1 b2 . 33
2 13 6
TABLE 2

Finst Stanting Point Second Starnting Point

YEAR
Initial Final Initial Final

1980 2,879,913 | 2,880,015
1985 2,431,711 | 2,431,760
1990 1,927,420 | 1,927,517
1995 1,436,770 | 1,436,763

2,890,270 | 2,890,225
2,453,745 2,453,582
1,951,895 | 1,950,581
1,458,990 | 1,450,995

TABLE 3
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Cost Effectiveness of Traffic Measurements

Y. M. CHIN

Telecom Australia, Sydney, Australia

ABSTRACT

This paper is concerned with the optimisation of the
method, where the data collected from a previous
measurement plays an important part in the measurement-
dimensioning cycle.

As any traffic measurement is only an estimate of the
offered traffic, further usage of the data will result

in errors, directly caused by the sampling process., If
the sampling variance is known, this imprecision can be
allowed for in the dimensioning process. This adjustment
represents an additional cost penalty attributed to the
practicality of traffic measurements.

In this paper, it is assumed that the cost of the traffic
study is linearly related to the duration of the measure-
ment. The cost penalty is shown to be approximately
inversely proportional to the time spent in conducting
the experiment. If we consider the measurement phase as
part of an investment, clearly, by choosing the traffic
measuring parameters, the return on investment can be
maximised.

The above concept is applied to the occupancy measurement
of a first choice high usage route in a simple triangular
alternative routing pattern. The traditional network cost
minimisation technique and full availability working are
assumed.

Results obtained indicate that, from some route parameters,
one can estimate the optimum time duration for & traffic
study, such that the measurement costs equal the cost
penalty., In general, optimum occurs where:

d(measurement cost) _ -d(cost penalty)
dt dt

1. INTRODUCTION

Any traffic measurement is an estimate of the average
traffic flow. In principle, for a given technique, it is
possible to estimate the sampling variance and other
statistical parameters related to the measurement.
Calculations based on the measurement will therefore be
imprecise. In practice, this error is allowed for by an
adjustment to the dimensioning process. This adjustment
is a cost penalty arising from the practicality of traffic
measurements. Generally for a given technique, doubling
the duration of measurement halves the sampling variance
and roughly doubles the measurement costs. In return,
the reduced error decreases the cost penalty by allowing
more accurate prediction of circuit requirements.

If the policy of a measurement-upgrading technique is
adopted, then the measurement must be considered as part
of the capital investment which can be optimised, such
that no more effort should be spent in data acquisition
than necessary.

For simplicity, this concept 1s applied to the measurement

of a high usage route in a simple triangular alternative -

routing pattern. The traditional network cost minimisation
and full availability with direct access are assumed.

Results obtained thus far indicate that given some route
parameters it is possible to estimate the optimum time

of a traffic study such that the return on investment for
a measurement-dimensioning cycle can be maximised.

AT.R. Vol 11 No. I, 1977

2. RESUME OF SOME BASIC TOOLS

Consider the simplest triangular alternate routing pattemn

<;;:F l
' J
oR TESTRATION

FIG.1: A SIMPLE ALTERNATE ROUTING PATTERN

The assumptions, definitions and notations used in Pratt’s
paper will be retained in this discussion (Ref.l).Some
of the related definitions used here are as follows:-

Consider a route of N circuits, offered traffic A and
carried traffic Y = (A-a), where a is the traffic lost or
overflowing.

The route congestion is G = a/A (1)
i : Y
(i) Marginal occupancy, H =(5§9A (2)
da
- =G,
. " A
(ii) Marginal capacity, B8 =(5§9E (3)
For the link i,
Ni = number of circuits provided for I-J traffic
ci = Cost per circuit
Ai = Traffic offered
a, = Traffic overflowing

For the simple case of Fig.l, the traditional optimisation
equation is,

g 2 4 3 (4)

Further, for a full availability direct access route, a
simple practical relation between A,N and H can be shown
to be:-

H=4 (B (4 -E a)) (3

N+1
AN(N'
where EN(A) = -

z AT/l
$=0

» the Erlang Loss Formula. (6)
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Note that H is also referred to as the Cost Factor.

3. DIMENSIONING COST PENALTY

Consider a traffic study conducted to determine the traffic
on the high usage route. If the measurement period is
sufficiently long then the standard deviation of the error,
S, on the measured traffic Y, will be negligibly small.
Subsequent dimensioning using the traditional optimisation
method will result in a near "perfect" solution, such that
the cost of this network is at a minimum.

If the direct route is dimensioned on the estimated mean
offered traffic A with an appreciable error S, then the
overflow to the final route will be different from that
calculated by an amount (see appendix A).

. U(A+S) + U(A-S) -
L sy = LA UgA 8) - 2U(A) N
where U(A) = A.EN (A), the overflow traffic for N ccts
and U(A+S)=  (A+S).E (A+S) (8)

U(A-8)=  (A-S).E, (A-S)

The expected cost of this extra unpredicted traffic is
(ﬂ) c

H d
Where Cd is the cost of the direct circuit.

This cost represents the dimensioning cost penalty in not
being able to estimate the offered traffic accurately.

As a matter of convenience we shall introduce two
definitions:-

Cost Penalty Pc = (ﬁyﬁcd (9)
) AU
Penalty Function P = (ﬁ‘ﬁ (10)

For a given A and H, the optimum number of direct circuits,
N can be determined, and hence AU, provided that S, the
sample standard deviation is also known. For a given
measurement technique, S is directly related to the
measurement duration, the

Clearly, for a given A and H, the penalty function is
related to tp.

4. SIMPLIFIED RELATIONSHIP BETWEEN S AND tm

For a scanning method for a route of infinite size, Hay- -
ward (Ref.3) showed that the variance of n as an estimator
of Y is given by -~

2Y 35

V(n;Y) = % (r cotanh (r/2) - 2) + = (T-14e" ") (11)
T
Where r = ratio of scan interval to holding time
T = length of observation period
M = the unbiassed estimate of Y, the carried
traffic.

Cotanh (z/2) = (l+e ) / (i-e 1)
2 4

r r x

6 360 ks 15120

r Cotanh (r/2)= 2 +

-T
For practical cases, e -+ 0, and M and Y are nearly
equal, and further assume that the offered traffic A is
very close to Y.

A 2 r6
Hence V(njA) # T @ - =i ) (12)
Now S2 = V (n;A)
and 1f r = 1 (eg. 3 min. scan interval, 3 min.

holding time)
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f 2 2
_JA + 1.36A2 ~S°A (13)

S
Normally, a < 10

i.e. specifying that no more than 10% error in A
Then T = E_gié (14)
S

2
For simplicity T = —% (15)
S

Despite the simplifications and the assumptions made in
Hayward's paper, this simple formula is sufficient for
practical uses.

Given the hclding time h, the observation period in real
time is given by

t == (16)

For our purposes we shall take h as 3 minutes and A as the
average time consistent busy hour traffic. A common
practice used in determining this traffic is to perform
the measurement in units of days, and thence select the
time consistent busy hour from the samples. Clearly,
unless there is some other means of obtaining prior
information as regards the busy hour, this approach of
data collection means that every 60 minutes of t in fact
represent a day of observation. L

5. RELATION BETWEEN THE PENALTY FUNCTION AND MEASUREMENT
TIME

For a given traffic, cost factor and standard deviation,
it is possible to work out the Penalty Function P, and
the length of the observation time tm.

Numerical analysis reveals that, in general an equation
of the type
1
o+Bt
m

P = (e%)]

consistently gives a remarkably good fit to the data
generated from the above system of equations., Table 1 is
a list of the coefficients o, B for some typical H and

A values,

Traffic, A o X B Cost Factor | Optimum
in Erlangs H Circuit
2 0.0763 7.50 0.2 4

~0.3132 22.73 0.4 2

-1.8 81.00 0.6 1

20 0.0279 3.05 0.2 27
0.0238 Sl 12 0.4 23

-0.0249 11.52 0.6 20

100 0.0106 1.489 0i52 116
0.0149 2,622 0.4 108

-0.0008 5.319 0.6 100

-0.0714 15.101 0.8 89

200 0.0068 1.0526 0.2 222
0.0110 1.8664 0.4 212

0.0036 3.6410 0.6 201

Table 1: VALUES OF o, B FOR TYPICAL VALUES OF TRAFFIC
AND COST FACTOR

¢ may be ignored, and a simple relation between the
Penalty Function and measurement time (in days) results.

1

P ==
Btm (18)
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It follows that the Dimensioning Cost Penalty is:

p = — ‘ (19)

6. MEASUREMENT COSTS

For a given t_equation (19) provides a convenient means
of estimatingmthe dimensioning cost penalty due to
insufficient information regarding the true traffic. In
principle, it is also possible to estimate the cost of
acquiring this information.

In general, measurement cost is a complicated functionm.
For most modern mechanised measurement systems,the
following costs should be taken into account.

Development of measurement equipment
. Capital investment in the measurement equipment
. Development and maintenance of processing software
. Measurement set up and check out
. Supervision of measurement
. Analysis of reports

As an approximation, assume that a linear relationship

exists between the cost of measurement, Mz, and the time
spent, tm.

M = C t (20)

where [ cost of measurement/group/day.

m

7. OPTIMUM MEASUREMENT DURATION tm opt

The total cost D, is a sum of the Dimensioning Cost

Penalty PC, and the Measurement Costs Mc (see Fig.2)
[
d
D= (Bt )+Cmtm (21)
m
Nov (-2 = - (—$y4c (22)
dt 2 m
Bt
dp | _
At (dt) =0
(EE_) =el € (23)
Btm m m

2

MEASUREMENT DURATION in Days

Fig.2: PENALTY,MEASUREMENT AND TOTAL COST FUNCTIONS
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Hence, the optimum duration of an occupancy traffic study
is:

£, OPt Jen (24)
Cm
where M = (25)

In principle, M can be estimated providing the cost of a
direct circuit C,, and the cost of measurement/group/day,
C_ is known. Fof a fair comparison, C_ and C_ must be at
the same scale. If C, represents the 2 annual charges,
Cm must also be annual charges.

8. ESTIMATING THE B CONSTANT

The optimum duration of a traffic study t_opt is completely
defined by B and M. With M estimated, th® next task is to
find the B constant.

Now B = f(H,A,N)

Numerical analysis and a graphical plot of B versus H
(Fig.3) reveals that in general, for a particular N,
(uniquely determined by A and a range of H) B is a linear
function of H for ranges of H.

B = uH (26)

The simplicity of equation 26 is useful for practical uses.
If u is also known, then the problem of estimating t Opt
becomes easy. b

&0 A Z 2 Eslangs
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Fig.'3: TYPICAL PLOT OF B VERSUS H FOR CONSTANT TRAFFIC A

From Fig.3, one is led to suspect that u, the gradient is
some function of N (and indirectly, related to A and H).

Unfortunately, further numerical analysis of u variation
on A or H did not reveal any simple relation.

Fig.4 is a graphical representation of u versus N for
different values of traffic. Clearly, as will be shown by
an example, this graph can be used to estimate the optimum
measurement time period, provided other parameters are
available.
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for practical usage, M should be estimated more precisely.

11. CONCLUSIONS

This study has shown that from some route parameters and
an initial estimate of the traffic, it is possible to
estimate the optimum time for a traffic measurement.

Although the study has been confined to the case of a full
availability first choice route in a simple alternative
plan, this principle can be extended to other high usage
routes of more complex overflow patterns. Tests (not
listed in this paper) indicate that the concept can indeed
be applied to first choice routes with link access and
limited availability.

The application of the method requires some prior knowledge
of the traffic, so that the optimum number of direct
circuits, and the parameter B can be found, and the optimum
study period tmopt estimated.

LY S GOS0 (S Rt (G Gl - | S ESR e el el

[} 2 4 6 ] 10 17 % 18 20 22 24 26 28 30

Neet Inspection of the key equation tmopt = Jﬁg and the
associated graphs show that in practice, t opt is more
Fig.4: PLOT OF u v N sensitive to M than A. Hence, even if the™initial traffic
T B estimate is not precise (making an error in B) the error
9. ESTIMATING THE OPTIMUM MEASUREMENT TIME: AN EXAMPLE in t opt is relatively small.
Suppose we wish to determine the optimum observation time Effort should be spent in getting a more precise estimate
for a direct circuit, given the following information. of the measurement-circuit cost ratio, M. As in all
. . engineering economics, the estimation of costs represent
(a) Cost of direct circuit (per annum) Cd = $1500 a real problem. In reality, M is a comparison between
(b) COSF of measurement/group/day (per annum)Cm = §$ 5 capital costs and labour costs. The effectiveness of the
(c) Estimated traffic expected on route A = 10Erlang measurement-provisioning policy depends on how accurately
(d) Cost factor to be used in dimensioning H = 0.6 one can estimate the ratio of manhour to equipment cost.
For A = 10 Erlang and at H = 0.6, the optimum direct route 12. ACKNOWLEDGEMENTS
size given by equation (5) or from standard graphs (Refs.4,
6) is N = 9. (see Table 2) The author wishes to express his thanks to:
From Fig.4, for N = 9 and A = 10, p = 35, Mr. A.H. Freeman for providing the basic concept,
Mr. R.E. Warfield for the many hours of discussions,
The B constant as given by B = p H is B = 35 x 0.6 = 21. Mr. R.L. Edmunds and Mr. E.K. Southworth for the support
and encouragements, and
The measurement cost/circuit cost ratio M = (Cm/Cd)=0.0033. the Staff of Traffic Engineering Section, New South Wales

B for the assistance.
£ s
Hence the optimum study duration, t opt )

= 4 days

Clearly, for a 5-day business cycle type of route, a
minimum of 5 days will be spent on the actual measurement.

10. SENSITIVITY OF M AND B TO ERROR

The key equation in estimating the optimum measurement time
is
1
t . opt = ==
Fife J¥B

For a fixed M value, it is interesting to find the variation
of tm opt with respect to B and M (Table 2)

Traffic,A | Optimum t opt = 1 (Days)
(Erlang) CCt.N u | B=uH . Jﬁi
(H=0.6) M=0.0033 [ M=0.0104 [M=0.033
4 B 62 | 37.2 2,85 1.60 0.90
6 5 46 | 27.6 3533 1.86 1.05
8 7 38 | 22.8 3.65 2.05 1.38
10 9 313 19.8 31918 2.20 1.24
12 11 30 | 18.0 4,10 2531 1.30
14 13 27 | 16.2 4,32 2.43 1.37
16 15 25 | 15.0 4.49 2953 1.42
18 17 2311 A3 458 4,69 2.64 1.48
20 20 16 9.6 5.62 3.16 1.78

TABLE 2: VARIATION OF tm opt w.r.t. B,M.

The restriction placed on using this method is that an
initial guess of the traffic must be available (possibly
from past measurements). Table 2 shows the error made in
estimating t opt is marginal. On the other hand, errors
in estimatin? M will have a marked effect on tmopt. Clearly
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APPENDIX A:~ ESTIMATING THE UNPREDICTED OVERFLOW : AU

If an element of A Erlang is estimated (measured) with a
sampling error (standard deviation) of S Erlang, then the
probability density function of the estimate is given by

X-A
p(x) = £030) (a-1)
normalised by letting

B = (%), we have

p(x) $(B), (4-2)

Where ¢ 1s the probability density function for a normal
distribution, with mean = 0 and variance = 1.

Assume this traffic, A is offered to a route, and it is
desired to estimate some quantity such as carried
traffic, lost traffic, variance of lost traffic etc.

The estimate of this quantity is a function of the
estimated traffic g(x), with an expected value of

w©

J p(%) . g dx (a-3)

[

E(g)

Let G(B) g(x),
and assume G(B) can be expanded as a series

2
= B + B =
G(B) a°+ oy oy + o, (A-4)

ftb(B) v (a°+ulB+a BZ+ ..... )dB (A-5)

Then E(g) )

—c

1

2 3 4
ao+ulE(B)+a2E(B )+a3E(B )+a4E(B Y+. .

= +1. C ) 1D B DElC LR =
@otl.e) + 1.3.0 + 1.3.5.0 (4-6)

(See Ref. 5 page No0.147)

Now G(1) = ao+al+a2+a3+a4+ CEE (A-7)
G(~1) = ao-al+u2—a3+u4— doo
G(1) + 6(-1) _ -
Hence 2 u°+a2+a4+a6 - (A-8)

If the 4th and higher powers are negligible, then

ap - SQ D (o5

(A+S) + g(A-S
2

This estimate differs from the value which would apply if
the traffic was known precisely to be A. The expected
difference is:-

E(d) = g(A+S) + g(A-S) - 2g(A) (A-10)
2
If g(A) = A En(A), the overflow traffic, then
E(d) = AU , the unpredicted overflow.
REFERENCES:

1. Pratt, C.W., The concept of Marginal Overflow in
Alternate Routing., Australian
Telecommunication Research 1(1967):
1&2, pp76-82.

2. Pratt, C.W., A course in Telephone Traffic Engineering.

Fundamental Planning, Headquarters,
Australian Post Office, Melbourne
1967 pp78.

A.T.R. Vol 11 No. I, 1977

Cost  Effectiveness of Traffic Measurements

3. Hayward, W.S., The Reliability of Telephone Traffic
Load Measurements by Switch Counts.
B.S.T.J. 31, March 1952, pp357-377.
4, A.P.O., Alternate Routing in Step=-by-Step
Networks, Australian Post Office
Engineering Instruction, Planning
Traffic J1150. 1Issue 1, 1966.

5. Papoulis, A., Probability, Random Variables and
Stochastic Process McGraw Hill,
Kogakusha 1965, pplé7.

Moe's Principle. The Copenhagen
Telephone Company, Copenhagen 1950,
Table IV.

6. Jensen, A.,

Discussion

L. LEE, Canada : The example in Mr. Chin's paper shows
that optimum study duration is 4 days. There 4s an
example in Mr. Barnes' papern using 20 days. Now, after
Zthein excellent papers have been presented, 1 wonder if
Mr. Chin would Like to change his mind to use an example
to show 20 days as the optimum study duration, and

Mr. Barnes would Like to change his mind to use a 4 days
example instead.

Y.M. CHIN, U.K. : The optimum solution Listed in my papern
i85 forn a parnticular instance. Moreoven the concept 44
applicable to the dimensioning/measurement of a high usage
noute in a triangularn alternative network. Barnes'
discussion 48 on a difgerent application and not necess-
arnily based on an alternative houting system. The value
0§ 20 days was chosen for a different reason.

R. LAUFENBURGER, U.S.A. : Comsddering the cost items
identified on page 3, the possibility exists of the situdy
cost being a decreasing function with respect to duration.
Have you considered the effect of such Likely possibility
(Linearn on exponential) on your conclusions.

Y.M. CHIN, U.K. : ALthough we have not considered othen
types of cost functions, Lt is entinely feasible. For
instance, we could have used an equation of Zype

Me = Cuty + 1,

whene 1 could be the {initial set up costs. 1In this case,
D, the total cost is:

D=£—)+cmtm+1

A (G2 - o,

T we arive at
m

£, opt = ]%ﬂ

L. LEE, Canada : To estimate the optimum measwrement Zime,
one needs a graph of Fig. 4 shown in your paper. Can you
advise me as to what fornmula was used to construct the
graph.

Y.M. CHIN, U.K. : The construction of Fig. 4 may be
swmmanised by the following Logical steps:

(L) Assume a value of hofding time h,
(4L) Choose a value of traffic A for graph construction.

[{LL) For the practical hange of Cost Facton H (0 to 1),
§ind the comresponding optimum high usage houte N,

(Lv)  Fon s=0 to A/10 (to preserve the inequality
S/A<T1/10) 44ind the comresponding penalty P=bu/H
and £y, ,the measurement study period.

(v} Repeat 3 to 4 zo obtain a data set for P and %y,
and §ind the B constant in the equation P=1/Bzy.

{ud} Repeat 3 %o 5 to obtain a B and H data set. A plot
0f B versus H will neveal a sernies of straight
Lines (see fig. 3 fon example). The ghadient, u
0f these Lines can tnen be plLotted for y versus k.
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Applications of Processing State Transition Diagrams to

Traffic Engineering

P. GERRAND

Telecom Australia*, Melbourne, Australia

ABSTRACT

The likely adoption by the VIth Plenary Assembly in
October 1976 of the graphical Specification and Descrip -
tion Language (SDL) prepared by the CCITT's Study Group
XI offers potential advantdges to teletraffic engineers.
This paper introduces the SDL,'and suggests a general
scheme for the systematic application of the SDL to
system documentation, whereby the documentation required
for capacity studies can be generated as a natural part
of the system design process. The usefulness of process-
ing state transition diagrams in general, of which the
SDL is a special but important case, to both simulation
and analysis of traffic capacity is discussed.

1. INTRODUCTION

Telephone switching systems have always been complicated
things, and their increasing versatility with stored
program control (SPC) has not made their behaviour any
the easier to understand. One can highlight three stages in
the life of an SPC telephone exchange in which deep under-~
standing of its working is reguired. During the stages of
acceptance testing weaknesses in the manufacturer's
design or documentation, and weaknesses in the adminis-
tration's specification, are usually discovered and cor-
rected. During any major extension of the exchange to
incorporate new facilities or attain a larger capacity,
the system documentation may be found to be incomplete

or inaccurate. Thirdly, whether carried out during the
initial phase of system development or at any later period
in the life of the exchange, a traffic capacity study us-
ing a simulation model or otHer means will only be ac-
curate if the traffic engineers have absorbed a deep and
detailed understanding of the system design. In all three
stages, the accuracy, completeness and intelligibility of
the system documentation are obviously of critical impor-
tance.

In February 1976, the CCITT's Study Group XI finalized a
draft Recommendation on the use of a graphical Specifica-
tion and Description Language (SDL) for application to
the documentation of SPC switching systems. By the time
this International Teletraffic Congress commences, it will
be known whether the Plenary Assembly of the CCITT has
approved this Recommendation or not. All the auguries
point to its approval, in which case a new international
standard will have been created, and one can expect that
an increasing number of SPC switching systems will be
documented using this SDL. Section 3 of this paper will
provide an introduction to the SDL, and Sections 4 to 6
will indicate its potential usefulness to traffic engi-
neers in the simulation, analysis and general understand-
ing of switching systems - both SPC and non-SPC.

But first it will be necessary to devote a short section,
Section 2, to a simple classification scheme for levels
of system documentation, which will make it easier to
explain the various applications of the SDL, and in part-
icular to make clear what is meant by "specification" and
"description".

* This paper was written, and is based upon work perform-
ed, while Mr. Gerrand was on leave from Telecom Austra-
lia, working as a consultant to the Laboratorios ITT
de Standard Eléctrica, S.A. in Madrid, from November
1974 to October 1976.
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2. LEVELS AND PARTITIONS IN SYSTEM DOCUMENTATION

In the context of the purchase of telephone switching
systems, a clear distinction exists between a specifica-
tion and a description of the behaviour of a system. A
functional specification shows the requirements of a sys-
tem in terms of its behaviour in response to several given
sequences of inputs. A functional description shows the
actual behaviour of a realized system in response to all
possible séquences of inputs, giving considerable detail
concerning the internal structure of the system.

Thus a specification normally precedes design, and views
the behaviour of the system "from the outside", whereas
a description normally follows design, and describes the
behaviour of the system "from the inside".

However, in the context of the development of the system,
the design process may be observed to pass through several
phases, in which the same document may serve both as a
description (of the design decisions made up to this phase}
and as a specification (for further, more detailed design).

Amongst the many levels of documentation which character-
ise different phases of switching systems design, three
levels appear to be fundamental, irrespective of whether
the documentation language is of narrative or diagrammatic
form.

A Level 1 document is a specification of the system re-
guirements without prejudice to the choice of switching
structure, control structure or technology. Level 1 is

generally dependent only upon the interworking require-
ments between this and other parts of the network. Hence
the CCITT R2 and No. 5 signalling specifications are ex-
amples of Level 1 documents, largely in narrative form.

A Level 2 document also specifies system requirements,

but it is system-dependent to the extent that it intro-
duces the design decisions concerning the structure of the
switchblock (e.g. Jjunctors, switching units and signall-
ing units) and the peripheral units (e.g. markers, scanners
and drivers) that will drive the switchblock. Level 2 does
not introduce any design decisions concerning the internal
structure of the Central Control. Hence Level 2 serves as
a description of the system behaviour from the point of
view of its switching structure, and as a specification of
the behaviour of the Central Control.

Level 3 introduces the design decisions concerning the
internal structure of the Central Control (e.g. the inter-
nal queueing structure, and the allocation of central
memory blocks to call processes, etc.), as well as all
design decisions described in Level 2. Thus Level 3
serves as a high-level description of the behavicur of
processes in the system; "high-level" by contrast with

the flowcharts and lists of coding that serve as the im-
plementation levels in design.

Within any of these Levels, it is convenient to partition
the system documentation into several Functional Blocks
(using the terminology of the CCITT SDL). Examples of the
typical Functional Blocks one might expect to find in
each of the three Levels are shown in Figs. 1, 2 and 3.
Each Functional Block has only a partial view of what is
occurring in the whole system, and each Functional Block
must maintain its own consistent point of view: e.g. per-
call, per-equipment or per-subsystem. Through the inter-
action of the Functional Blocks, the behaviour of the
total exchange is specified or described.
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Fig.1 Example of the partitioning of a Level 1
switching system specification into
Functional Blocks

Further we note that a full description of the system in
Level 3 will normally include Functional Blocks that are
never specified in Level 2, but are left to the choice of
the designers of the Central Control, e.g. the internal
queueing structure of the system. Similarly, the system
designers will normally specify certain Functional Blocks
in Level 2 that were never specified by the customer in
Level 1, e.g. the system recovery and initialization tasks.

The structure of Levels and Functional Blocks which has
been introduced in this Section is independent of the
language chosen for specification and description; it
serves as a framework in which the techniques of a graph-
ical language such as the CCITT SDL can be flexibly employ-
ed.

3. INTRODUCTION TO THE SPECIFICATION AND DESCRIPTION
LANGUAGE

3.1 THE CONCEPT OF A PROCESS

The central concept in the CCITT SDL is that of a process.
This word is not formally defined; its meaning is entirely
compatible with its use in ordinary English, and also with
its use in the theory of stochastic processes. Some rele-
vant examples of processes are: any kind of telephone call
process; a signal-recognition process; a system recovery
process. In short, the names of the different Functional
Blocks shown in Figs. 1, 2 and 3 indicate the nature of
the processes belonging to these Blocks. A Functional
Block may contain one or more processes, but to avoid
confusion we insist that any given process may only belong
to one Functional Block, in any given Level.

It is typical of a process that it passes through several
states. Often it may be considered as a life-and-death
process, in which its birch occurs when it leaves some
"idle" or "initial" state, and its death occurs when it
returns to that original state or goes to some permanent
terminal state; such a process may have any number of
lives. For example, a call-process may be created by
assigning a word of memory to an incoming line, initialis-
ed with a memory state meaning "line equipped, in service,
and idle". Each time the memory state changes from "idle"
to "seizure", a new call is said to be born and only when
it returns to the idle state is that call considered to
have died.

3.2 BASIC DEFINITIONS IN THE CCITT SDL (Ref. 1)

Signals: a signal is a flow of data conveying information
to or from a process. A signal may be either in hardware
or in software form. If the information flow is from a
process described by a Block to a process described by
another Block it is an gxternal signal. If the flow is
between processes described by the same Block it is an

internal signal.
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Fig.3 Example of the partitioning ofa Level 3 switching
system description into Functional Blocks

Inputs: an input is an incoming signal which is recogniz-
ed by a process. In accordance with the definition of
signals, an input can be internal or external.

States: a state is a condition in which the action of a
process is suspended awaiting an input.

Transitions: a transition is a sequence of actions which
occurs when a process changes from one state to another
state in response to an input. (Hence at any given instant,
a process can only be either in one of its states or else
in a transition). Note that "transition" has been given a
processing-oriented meaning that does not exist in the
simple state-transition diagrams well-known to teletraf-
fic engineers in application to birth-and-death equations.
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Outputs: an output is an action within a transition which
generates a signal whichih turn acts as an input else-
where. In accordance with the definition of signals, an
output can be either internal or external; but note that
the output is the processing action which generates the
signal, and not the signal itself.

Decisions: a decision is an action within a transition
which asks a question to which the answer can be obtained
at that instant and choosesone of several paths to con-
tinue the transition.

Tasks: a task is any action within a transition which is
neither a decision nor an output.

Major Symbols

Flow Lines and Connectors

State Symbol D Flow Line ——
Connector O
Input Symbols
Extarnal Convergence ——’1
Divergence I'J—I
Internal
Task Symbol Annotations

Output Symbols

Comment  moeeeeeo {

External
Signal Line = ~----ecmmeen
Format of State Symbol when i
Internal Format of State Symbol when it

includes Pictorial Elements

S

State tate Title
Numbe[ =8 R A

Fig.4 Recommended Symbols in the CCITT SDL

Decision Symbol

AVVRERNRN

3.3 SYMBOLS OF THE CCITT SDL

The basic and recommended symbols of the CCITT SDL are
shown in Fig. 4. These graphical symbols are combined to
create a diagram that will describe the behaviour of a
process. Such a diagram may be called a processing state
transition diagram (PSTD): a PSTD is a graph which
describes the (reguired or observed) behaviour of a
process in terms of its set of possible states, the pro-
cessing transitions between these states, and the inputs
which cause these transitions. The CCITT SDL is but one
of several graphical languages that have been proposed
for PSTDs, but it has the merit of being the only langu-
age to have achieved international standardization. Part-
icular cases of a PSTD, when applied to a call, an equip-
ment, a queue or to overhead {inter-queue) logic, will be
referred to as a CSTD, ESTD, QSTD and OSTD respectively,
irrespective of the particular graphical language used to
represent the processing transitions*.

To be a legitimate PSTD using the CCITT SDL, a necessary
condition is that each transition must satisfy the con-
nectivity diagram shown in Fig. 5, starting and ending
at a state symbol, passing only once through an input
symbol. This condition eliminates illegal combinations
such as a dangling transition that never terminates in a
state, or trasitions without inputs, etc.

The CCITT SDL does not restrict the contents of its major
symbols; it specifically includes the option of including
state pictures within a state symbol as a means of iden-
tifying the exact state of a process and also of simpli-
fying the definition of a sequence of processing actions
within a transition. An example of a Level 1 specifica-

* The Japanese use the term STD in a sense sufficiently
general to include all PSTDs.
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Fig.6a Typical use of state pictures in the specification
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Fig.6b Specification (Level 1} equivalent to Fig.6a,
using the SDL without state pictures.
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tion of a call-processing transition is shown in Fig. 6.
The processing required in going from state 4 (ringing)
to state 5 (Talking) is the same in Fig. 6a, using state
pictures, as ifi Fig. 6b, not using state pictures. As
shown in this example, the total processing involved when
passing from one state to the following state is that
required to effect the changes in the state pictures,
together with the processing indicated in any decisions,
outputs or tasks appearing in the transition between the
states.

The CCITT has not yet recommended the use of particular
symbols for the pictorial elements appearing within state
pictures: this is the subject of further study by the
CCITT's Study Group XI in 1977-80. This paper uses the
symbols for pictorial elements that have been preferred
in trial use within the Australian administration (Refs.
2-4); for alternative symbols, see Refs. 5-7.

4. SYSTEMATIC APPLICATION OF THE SDL TO SYSTEM DOCUMEN-
TATION

The greater usefulness of the SDL to teletraffic engineer-
ing is this: that the documentation required for simula-
tion studies and system analysis can be generated as a
natural part of the system design process, with equal
value to system designers and traffic engineers.

Fig. 7 proposes a scheme for the systematic application
of the SDL to system documentation. It assumes a situa-
tion in which the customer has no direct involvement with
the design of the switching system, and wishes to provide
a system independent specification*. Functional system
specification begins with a set of Level 1 PSTDs, nego-
tiated between customer and supplier. It is expected that
all the CCITT international signalling specifications
will appear in SDL form in the next few years, and that
national signalling specificatons will be similarly
expressed. To show the power of expression of the SDL, a
Level 1 specification for R2-R2 transit signalling will
be provided as a handout (Appendix 1) to this paper. For
examples of the use of XSTDs in the Level 1 specification
of sophisticated' local call facilities, see Gale (Ref.4).

Within the manufacturer's organization, a system specifi-
cation group can prepare a set of Level 2 PSTDs in which
the hardware structure appropriate to a chosen generic
design is incorporated. This set of documents needs to be
negotiated between the system specifiers and designers
before reaching final status as the Level 1 specification
for the designers responsible for the Central Control.

The Level 2 CSTD specificationscan be produced by a
process of systematic modification of the Level 1 CSTDs,
requiring relatively little effort. The modification
consists of four steps (see Fig. 8 parts (a) and (b)}):

(a) Modify the Level 1 state pictures to reflect the
choices of switching structure and signalling equip-
ment modules;

(b) In the Level 1 transitions, insert the appropriate
orders for the markers, drivers and other equipment
peripheral to the Central Control**;

(c) Relate the signalling states in the Level 1 CSTDs to
hardware testpoint conditions in the chosen equipment;
then augment the CSTD to include transitions due to
those extra testpoint conditions (usually fault con-

ditions) not considered in Level 1;

iy When the customer is directly involved in the design
of the switching system, as occurred in the develop-
ment of the Japanese D10 system, it can be more con-
venient to begin functional specification with an
agreed switching structure (trunking diagram), and
hence commence with Level 2 PSTDs. Several examples
of such Level 2 specifications are given in Refs. 5-7.

** This step is not strictly'necessary if the changes in
the state pictures alone are sufficient to determine
unambiguously the identities of the peripheral equip-
ment needed to effect these changes as well as the
appropriate orders.
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Fig.7 Flow of Level 1, 2and 3 documents using PSTDs
(Processing State Transition Diagrams)

(d) Augment the CSTD to include those equipment-testing
routines (such as path continuity tests) that the
system designers decide to include as an intrinsic
part of a call process.

Once completed, the Level 2 PSTDs serve not only as a
specification for the design of the Central Control, but
also as a specification for the environmental simulation
team, whose job is to test the functioning of the Central
Control by simulating its exchange environment. This is
made possible because the Level 2 PSTDs include not only
the external exchange signals (as in Level 1}, but also
the output orders to the equipment modules péripheral to
the Central Control (see Fig. 8b). In addition, the Level
2 CSTDs can be annotated by traffic engineers to show
both call-mix data (the probability that the call will
follow any particular transition from a given state) and
call-pattern data (the average arrival time of each input
signal, plus any additional parameters used to model its
arrival time distributior), as valuable input data for the
environmental simulation.

The Level 2 PSTDs do not suffice as a system descriptiocn
for capacity studies, since they do not describe the queue-
ing logic that services calls within the system, nor the
states in which a call is queued for further processing
work, nor the fates of calls when they recognize inputs
such as time-outs during queueing states.

This information is found in Level 3 PSTDs, which describes
the complete behaviour of processes in the realized system,
including all fault conditions except those unpredictable
processor faults which would invalidate the description
itself. Ideally, from thepoint of view of traffic engineers,
Level 3 PSTDs can be produced by the designers of the
Central Control themselves as a natural part of the design
process, preceding the design of program flowcharts and
coding. Once customers start demanding a full system
description using the CCITT SDL, it is likely that the
designers will be given the responsibility for the pro-
duction of the Level 3 diagrams. If the designers are
committed to a design process using other documentation
techniques, the Level 3 PSTDs can be produced retrospec-
tively as a higher-level description of the logic which

the designers have already implemented. This may seem a
formidable task, but it can be simplified enormously if

the starting point is the Level 2 documentation.

To convert Level 2 PSTDs to Level 3 PSTDs, the following
steps can be performed systematically (see Figs. 8b & 8c):

(a) Extend the Level 2 state pictures to include those
software cells and timers that are allocated to the

process during these states. (If a software cell is
allocated permanently to a process, e.g. a "line
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equipment category word" for a call, there is no
point in adding this information to the state pic
tures).

(b) Draw and define extra states corresponding to all
suspended processing states that may occur in between
the Level 2 states. Their state pictures should indi-
cate that further processing action has been schedul-
ed.

For each state in the PSTD, identify the effects of
all possible inputs (particularly line signals,
registrer signals, time-outs and further processing
actions), showing the processing transitions and the
new states reached in every case. The processing
transitions should include all decisions that affect
the fate of a call, e.g., that decide the extent to
which it will be delayed, or whether it will succeed
or fail.

(c

In practice, it is useful to annotate the flowlines in
the Level 3 PSTDs so as to identify the software programs
which are utilized in each transition. In this way, pro-
cessing actions summarized concisely in the Level 3

PSTDs can be checked againsttheir more detailed descrip-
tions in the lower level system documentation. (These
annotations are not shown in Fig. 8c).

S. APPLICATION TO SYSTEM SIMULATION

Perhaps the most general and basic difficulty encountered
in the simulation of a switching system occurs when the
implementation documentation is not suitable as a func-
tional description for simulation modelling. The traffic
engineer is confronted with the flowcharts for perhaps
100 k words of program code; he has to separate the
relevant from the irrelevant, putting aside those pro-
grams and routines which will not affect system capacity;
he has to re-orient the system description from one con-
cerned with the efficient execution of modularized switch-
ing functions, to one primarily concerned with the fre-
quencies of delay and loss of calls through the system.
If he does not adequately re-orient the system descrip-
tion, he will become overly preoccupied with measurements
that are meaningful to the system designers, but which
have only secondary relevance or even no relevance what-
soever, to the calculation of system capacity.

Then, when the traffic engineer has designed and coded a
compact simulation model of perhaps 5 k statements, it is
likely that his own system description - of the simulation
model - will be heavily oriented to the particular com-
puter simulation language used, and hence not readily
comprehended by the system designers, who will have dif-
ficulty in checking the simplifying assumptions introduc-
ed into the simulation model, if they are indeed brave
enough to attempt to check them.

This may seem a gloomy scenario, but I believe it is more
typical than untypical of the state of the art of switch-
ing system simulation in the world today: in which the
traffic engineer has great difficulty in penetrating the
documentation of the real system, and in which the system
designers have equal difficulty in penetrating the docu-
mentation of the traffic simulation model. This difficulty
in communication does not prevent reasonably accurate
estimates being obtained for system capacity, but is does
lead to the following typical costs and overheads:

(a) changes in the system design usually necessitate
changes in the coding of the simulation model, rather
than simply changes in the input data to that model;

(b) effectively a new simulation model is designed for
each significantly different network application of a
‘switching system.

The thought occurs that, if it is reasonable to assume

that the behaviour of any contemporary SPC switching system
can be described using a set of PSTDs, then a machine

which can read a set of PSTDs and then simulate the be-
haviour of that set of PSTDs will be a truly generic simu-
lation model, capable of simulating any contemporary SPC
switching system. This machine would not only be free from
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the costs and overheads mentioned in the previous para-
graph; it would also have the advantage that the PSTDs can
serve as common documentation for the real system and the
simulation model itself.

The appropriate documentation would consist of Level 3
PSTDs in which estimates of processing times are given for
each significant transition. The significant transitions
are those whose probabilitites of execution, from the point
of view of traffic engineering, are not negligible, and
whose execution affects the traffic capacity of the ex-
change. Exclusion of non-significant transitions from
consideration is motivated as much by the desire to mini-
mize the work of the system designers in estimating pro-
cessing times as to reduce the guantity of input data to
the simulation model.

Since the CCITT SDL is currently applicable to sequential-
ly functioning processes only, it would be necessary to first
partition the system into itsminimum number of sequential
machines: thus each central processor, each peripheral
device, and even the autonomous system clock may need to

be identified separately. Having made this first "horizon-
tal" partition of the system, a second "vertical" part-
ition of the system would be advantageous (see Fig. 9),
dividing each sequential machine into three Functional
Blocks, whose Level 3 PSTDs are called:

(i) the OSTD (Overhead STD), which describes the inter-
queue logic, including for example the scanning
logic in a central processor;

(G10) the QSTD (Queue STD), which describes the intra-
gueue (queue-handling) logic for each queue in this
sequential machine;

(iii) The CSTD .(Call STD), which describes the call
processes as handled by this sequential machine.

The partition of the total queueing structure into an
OSTD and QSTD is particularly convenient for the central
processor, in which a multi-queue structure typically
occurs. (In the case of the peripheral devices and the
system clock, no OSTD is necessary if each of these de-~
vices acts as a single-queue or zero-queue subsystem:

see Fig. 9). It is believedtypical of SPC system design
that individual changes in the system design will tend to
create changes in only one of the OSTD, QSTD or CSTD but
rarely two of these at a time. For example, a change:- in
the overload control strategy is likely to necessitate a
change in the OSTD for the central processors alone; and
the addition of a new call-handling facility is likely to
change the CSTDs alone.

An example of the interaction between parts of the 0STD,
QSTD and CSTD for a central processor is shown in Fig. 10.

In order to prepare the diagrams as input data to the
simulation, it is of course necessary to obtain estimates
of the processing times in all significant transitions in
the Level 3 PSTDs. In practice, most of these estimates
will be constant times; a small minority will require
modelling with a particular random distribution of proces-
sing times.

Since the purpose of this Section is to be suggestive
rather than prescriptive, it is not intended to go into
details of the preparation of the Level 3 PSTDs as input
data. Suffice to say that each significant transition in
a Level 3 PSTD can be assigned an input data "cell",
consisting of a well-defined list of parameters, such as:
transition time; output signals to be sent to other
processes; the identities of gueues or devices whose oc-
cupancy counters must be incremented or decremented dur-
ing this transition; the next state of the process; and
the identity of the PSTD to which control is returned. In
cases where any of these parameters are not predetermined,
special characters can be used to identify library sub-
routines which will generate the required data.

During the author's work as a consultant engineer in Ma-
drid in 1975-76, he has contributed to the design of a
generic simulation model with a more modest range of ap-
plication, being content to simulate the behaviour of a
particular SPC transit exchange in a wide range of net-
work applications. The scheme of partitions shown in Fig.9
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Fig.9 PSTDs for the Simulation Model: Partition of the
exchange horizontally" into sequential machines
and "vertically” into Functional Blocks
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Fig.10 Interactions between OSTD, QSTD and CSTD
in a Central Control processor
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was used, and the starting point for the development of
the Level 3 PSTDs was the set of Level 2 CSTDs produced
by the system specification group. The traffic engineering
team found it possible to develop a complete set of rele-
vant CSTDs, QSTDs and OSTD many months in advance of the
coding of the real system, by consultation with the system
designers. Preliminary estimates of processing times have
been inserted in the input data to the simulation model,
in advance of the accurate estimates obtainable when the
system is fully implemented. In this way, the traffic
engineering team is able to produce results which will
influence the detailed design decisisons, before the
system has been implemented as a "fait accompli".

6. APPLICATION TO ANALYSIS

Since the previous International Teletraffic Congress in
1973, several papers have been published, notably Refs. 9
and 10, on the difficult problem of analysing the traffic
capacity of an entire local telephone system or telephone
network, and its performance during overload conditions.
Since these global analyses must take into account customer
behaviour, traffic dispersion and all significant forms of
congestion in the network, the algebraic forms of their
solutions are inevitably very complicated.

It is the author's belief that such global analyses can
be significantly aided if a Level 3 CSTD is used as the
basic model to define the range of dynamic behaviour of
the call processes in the given system. The Level 3 CSTD
has the following relevant properties:

(a) it shows every possible fate of the call (excluding
those extreme processor fault conditions which would
violate the logic of the CSTD) and hence includes the
effects of all relevant call-failure mechanisms;

(b) its state pictures enable one to relate the analytical
model to the allocation of equipment, supervisory
timers and gueues to calls in the real system, and
hence to manipulate the analytical solution according
to changes in the system design;

(c) its properties as a directed graph (or signal-flow-
graph) can be exploited to produce a formula for the
probability of call-failure, taking into account all
significant mechanisms of call-failure.

These ideas have been explored in an earlier paper by the
author (Ref. 3); a brief outline will be given here to
show their general thrust.

Fig.11 Signal-flow graph showing all call set- up paths
in a given Level 3 CSTD (Ref.3, Fig.1)

A call's progress can be viewed as a random path through

a CSTD, starting at the idle state and passing from state
to state via the permitted transitions. As an example,

Fig. 11 is a subgraph of a Level 3 CSTD (Ref. 3, Fig. 1),
reduced to nodes and flowlines, showing the permitted paths
from the idle state (node 0) to the conversation state
(node S5). Any CSTD using the CCITT SDL can be reduced to
such a simple signal-flow graph by replacing the state
symbols and decision symbols with numbered nodes, absorb-
ing the other major SDL symbols (inputs, outputs and tasks)
into the flowlines that connect them, and discarding all
flowline and nodes that are not part of call set-up
sequences.

A probability function Pp,n can be assqgciated with each
flowline in a CSTD's signal-flow graph:

Definition 1: Py p= prgbability that a call currently in
node m will make its next transition to node n.

Using the convenient algebra of signal-flow graphs, the

total probability of reaching node 5 from node O in
Fig. 11 can be written down by inspection:

7
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The system's probability of loss for this type of call
might typically be defined as (1-?8'5) under the assump-
tions that the calling subscriber is "in service” (P12’13=
1) and actually attempts a call (P0112=1). The problem
remains of relating the individual transition probabili-
ties Pm,n to the basic parameters of the telephone net-
work.

In the cases of signal flow from a decision node, the tran-
sition probabilities can generally be evaluated either

from traffic dispersal statistics (for such decisions as
DIGIT ANALYSIS) or by applying classic traffic theory to
link congestion in the exchange (for such decisions as
DIGIT RECEIVER AVAILABLE?).

In the case of signal flow from a state node, the transi-
tions are triggered by inputs, which are time-dependent
events; the probability of a call taking a particular tran-
sition corresponding to event #1 is of course the probabi-
lity that event #1 occurs before any of the events #2, #3,
... #N.

Definition 2: P{#1<(#2,#3,...4N)}= the probability that
event #1 occurs before any of the events #2, #3.. and #N.

Definition 3: .qj(t)= the probability that event #i occurs
in the time interval (0,t).

Theorem 1:
For N statistically independent events #1, #2,...#N,
=, N
P{#1<(#2,43,...,4N) )= J &, (1-gpat ()
(o} i=2

where the time origin is chosen so that q1(0)=0 for all i.

Ref. 3 proves this simple theorem and gives tables of
results for (a) pairs of competing events, and (b) trios
of competing events, when several arrival distributions,
typical for telphony events, are substituted for the qi(t).

NOTE: As a consequence of Theorem 1, an additional result,
useful for calculating device occupancy, cna be given in
terms of the already defined probability functions. For a
given state with N statistically independent input events,
the time T spent in that state can be given a cumulative
distribution function F({t)=P{t<t}, evaluated as

N
F(t)= I q(t) -P{#i<(all#k:k#i) }

i=1

©

N
= 5 q.(t)- J q.(t)- N (1-q, (t))at (3)
ity & o T ki K

Since each state picture indicates the devices occupied
during that call state, equation (3) can be used to calcu-
late the distribution function for device occupancy times,
if it is valid to assume that the time the call spends in
transitions is negligible compared to the time it spends
in states.

7. CONCLUDING REMARKS

This paper has introduced a general classification of three
levels of system documentation in order to aid discussion
of the applications of the CCITT SDL to traffic engineer-
ing. (It should be noted that the CCITT's draft Recommenda-
tion, Ref. 1 does not itself include any classification
scheme for levels of system documentation, although it
assumes that the SDL will be applied to more than one

level within a hierarchical scheme of system documentation).

Perhaps the key suggestion in this paper is the systematic
application of the CCITT SDL to the specification, design,
and description of processes in SPC switching systems,
using the scheme illustrated by Fig. 7. This scheme enables
the documentation required by traffic engineers for capa-
city studies to be generated as an integral part of the
design process. The same documentation, in its final
version, also serves the customer as a high-level des-
cription of the behaviour of the system. This proposal is
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put forward with the hope of benefiting both the customer
and the supplier; it is the suggestion of the author as
an individual, and has yet to be considered within Tel-
com Australia.
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LEVEL 1 SPECIFICATION OF R2-R2 TRANSIT SIGNALLING (ANALOGUE VERSION)

Applications of State Transition Diagrams

ITC8/Paper 313/APPENDIX I

(This specification comprises Appendix I to the paper "Applications of Processing State Transition Diagrams
te Traffic Engineering'by P.H. Gerrand).

1. INTRODUCT ION

This Appendix demonstrates the application of the CCITT SDL (Specification and Description Language) to

the specification of the call-handling tasks required in R2-R2 transit signalling (with the analogue

version of line signalling)

The graphical specification of the call-handling tasks, shown in Section

4 below, has been extracted from the CCITT narrative Recommendations Q.350-Q.356 and Q.361-Q.368 of the

Green Book, Vol. VI,

197724

The effect of pilot failures in the transmission equipment on call-handling

has been omitted from this graphical specification, for convenience in preparing this example, but

otherwise all sequences of line and register signals that impinge upon call-handling are believed to

have been taken into

account.

That part of the telephone exchange concerned with R2-R2 transit signalling is considered to be

partitioned functionally into three Functional Blocks, as follows, without prejudice to methods of

implementing the system.

o2

External
Network Signals

™0

[

I m m

] ) 2 21 1 13 3
Recognition & R2-R2 Timers super-
Transmission of Call-handling vising external

“ R2 signals o 2 signals

. 12

l———-—Exchange Boundary @ mm——
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The input signals recognized by the call-handling processes are as follows

outgoing junction (line) signal TONE ONj

= incoming junction (line) signal TONE OFF; §0= outgoing junction (line)signal TONE OFF;
= (forward) multifrequency code (register signal) DIGIT RECOGNIZED.

(forward) multifrequency code (register signal) NO DIGIT RECOGNIZED (''NO TONE").
backward multifrequency code (register signal) DICGIT RECOGNIZED.

backward multifrequency code (register signal) NO DIGIT RECOGNIZED ("NO TONE").

expiry of the corresponding supervisory timer Ti.

The output signals from the call-handling processes are defined pictorially, as explained in the

h incoming junction (ICJ), with backward line signal TONE ON.

h ICJ, with backward line signal TONE OFF.

h outgoing junction (0GJ), with forward line signal TONE ON.

h 0GJ, with forward line signal TONE OFF.

y code (MFC) sender, transmitting register signal A6.

tone).

the meaning of each register signal.

(Other abbreviations for MFC signals include:NT= No Tone;

Tables 2, 3, 4 and 5 of CCITT Rec. Q. 361 should be consulted

INFO TONE= information tone,

for the explanation of

(For signal conditions d, d, b and b, see séction 2.1 above)

~ gupervisory timer Ti is running.

1977

= path connected, whereas ---—--------- = path reserved but not connected.

79
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4 SPECIFICATION OF THE R2-R2 TRANSIT CALL-HANDLING PROCESS
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Discussion

M. WIZGALL, Germany : You have pointed out in your paper
that the SOL is a good tool to descrnibe and document
switehing systems. Reganding the simulation of a
switehing system, you mentioned that it would be good to
desenibe both the neal systems and the model by means of
SDL. This would also make it easily possible to compare
neakity and model and fo enhance the speed to construct

Applications of State Transition Diagrams

Fon instance, 1 have observed that the time requinred to
constauet and debug conventional simulation models may
nange between 4 man-months and 4 man-years, fon similar
switching systems, depending upon the designens, and
proghammess ' abilities and experience.

The important advantage of using the SOL as the system
description for the simulation sztudy, is that this system
descrniption can become availfable to the traffic engineers

and to prove simulation models. As you have wriitten a
sdmulation programme using SDL, could you compare your
method with the othen ones regarding time to construct
and 2o debug a simulation programme. Which simulation
Language §its well with SDL.

at a much earlien stage in the system design, and hence
the trhaffic engineens can make a more valuable contribution
fto the system design, by comparning the effect of different
software design choices. My experdience in Madrid was

that, stanting with Level 2 CSTDs, and folLowing
discussions with the software designens concerning thein

P. GERRAND, Australia : Thank you for your question. The intentions, we were able to complete the Level 3 diagrams
time faken fto construct and debug a sdmulation proghamme needed for a simulation model in 2 man-months; and this
depends upon the abilities of the designerns and program- occwrhed many months in advance of the coding of the real
mers, and the quality of the computern simulation Language system.

wsed, as well as the intelligibility and availability of
the system descrniption. Fon this reason, Lt 4is possible
for an ad hoc simulation to be constructed and debugged as
efficiently as a more systematic method, provided that
the sysitem descrniption is both intelligible and complete.

In answer 2o youn second question, the use of the SOL in a
Level 3 system description does not prefjudice the chodice
of simulation Language used. My own experience was with
SIMSCRIPT, but SIMULA or several other even-by-event
sdmublation Languages would have been equally switable.
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A Mathematical Model of Telephone Traffic Dispersion in
some Australian Metropolitan Networks

A. W. DUNSTAN

Telecom Australia, Brisbane, Australia

ABSTRACT

Analysis of measurements of point to point traffics in
telephone networks in some Australian State capitals

leads to a form of gravity model in which the explanatory
variables are radial distance and telephone service
density. The model is extended to estimate “own exchange"
traffic and to include an "adjacency factor". A way is
suggested of forecasting point to point traffic flows
incorporating the influence of exchange parameters as well
as measurements of initial point to point traffic flows.

1. INTRODUCTION

Metropolitan telephone networks in Australian State
Capitals contain many exchanges linked by a-complex
junction network in which a considerable number of
direct and alternate routes can be provided.

To dimension such a network for economical use of plant,
reliable estimates of point to point traffic flows are
needed. A programme of traffic dispersion measurements
has been under way for some years to provide these
estimates. The measurement programme makes the implicit
assumption that traffic dispersion is a reasonably stable
characteristic of the originating exchange. Forecasts of
future point to point traffic are made starting from that
assumption.

In the analysis of economic and social interaction between
groups of people, mathematical models known as gravity
models have often been used to explain the volume of trade
or travel etc. The family of models explains the intensity
of interaction as being directly proportional to the size
of the origin group and to the size of the destination
group and inversely proportional to some power of the
distance between the two groups. The name gravity model

is applied because of the resemblance to the

mathematical form of the law of physical gravitation.

A pilot study(l) gave reason to think that a gravity

model is appropriate to explain the dispersion of

telephone traffic from an origin exchange to various
destination exchanges. However a model using only sizes
and distance as the explanatory variables may significantly
underestimate traffic in some cases and overestimate in
others. Demographic factors also appeared to have an
important influence on traffic dispersion.

This paper develops a general model for estimating point
to point traffics directly from the exchange parameters.
2. NETWORK TRAFFIC FORECASTING

Before attempting to forecast point to point traffic
flows in a future network it is necessary to estimate

for each exchange:-

The area to he served (and hence the exchange
location)

The number of services to be connected

Average calling and terminating traffic
rates per service.

From that information the future originating and
terminating traffic at each exchange can be estimated.

8’4

Kruithof(z) developed his method of double factors
which starts with a given set of initial point to
point traffics

Xi. = Traffic originating at exchange i
J and terminating at exchange j

and transforms these into a new set of point to point
traffics

Xi o2 pr gy X.s
i] 5t qJ e
where Xi. = new traffic originating at exchange i
and terminating at exchange j
p; = a constant associated with exchange i
as an origin
qj = a constant associated with exchange j

as a destination.

The method consists of finding the values of the factors
p; and g4 which will cause the following constraints to
be satisfied:

S XU =0k
3 i) &
Loy = 7
i 743 3
Zo = I, =y
Gl U g
where Oi = Total traffic originating at

exchange i

T, = Total traffic terminating at
exchange j

Y = Total traffic originating and
terminating in the network

The method appears to work very satisfactorily for short
run forecasts. However it produces a final solution
uniquely determined by the initial pattern of traffic
flows and is in no way able to take account of
demographic changes. This weakness is most clearly
apparent in forecasting traffic flows to and from new
exchanges.

Bear and Seymour<3) describe a method where, in the
absence of detailed measurements of point to point
traffics, these can be estimated from a gravity
model. These are used as the starting point for a
forecast using the method of double factors.

3. COEFFICIENT OF PREFERENCE

In order to analyse the dispersion of ‘point to point
traffic from exchanges of different size, location,
traffic rate etc., a dimensionless measure is needed for
the tendency of an originating exchange to direct
traffic to a particular destination exchange.

For each origin i and destination j, a coefficient
of preference can be defined as:
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where Ki. = the coefficient of preference which
origin exchange i exhibits for
calling exchange j

In some early work it was implicitly assumed that
the coefficients of preference were the same for
each destination and for all origins, and that
they remain constant as the network develops. It
is now widely accepted that the first assumption is
not generally true and Bear(4) points out that the
assumption that the coefficients of preference
remain constant as a network of exchanges develops,
can lead to unacceptable predictions.

This paper investigates how coefficients of
preference vary throughout metropolitan networks
and explains this variation in terms of exchange
parameters using a mathematical model of the form:

- W T2
Kijey = Po &) e

where AO, Al, A2, A3, A4 are constants

Kij(E) = estimated value of Ki.

W = 1 if the destination exchange is
adjacent to the originating
exchange and is further from the
centre of the city and has less
than 2 000 services
(otherwise W = 0)

ij = distance from exchange i to
exchange j in kilometres

P. = telephone services per hectare in

the service area of originating
exchange i

The model is not expected to explain every cause of
variation in coefficients of preference so at the

end of the analysis the original observed coefficients
of preference are transformed by the model into
residual coefficients of preference defined as:

Kl
K Eiligl .......... (3)
’ 13(8)

where K, , residual coefficients of

i3 (R)

preference
K, . observed coefficient of
i3 (0)

preference

4. THE SAMPLE ANALYSED

In order to reduce the data handling problem to
manageable proportions a sample of the available
measurements of traffic dispersion has been selected
for analysis. The sample was chosen to give a large
coverage of the Brisbane telephone network by

selecting recent measurements at twenty six different
origin exchanges in a representative range of locations
and sizes. Five earlier readings at four of these
locations were also included for comparison.

Seventeen Perth network origins were selected in a
representative range of sizes and locations. At the
time of analysis only five Adelaide network readings
were available and all were included.

ATR. Vol 11 No. I, 1977
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The Appendix contains data on which this study is based.
For each origin, base data is shown in Table I. &an
illustrative sample for two origin exchanges in the
Brisbane network is shown in Table II.

S. DISTANCE EFFECT

In gravity models it is usual to use the travel route
distance between the two centres under consideration
to account for the fall in preference as distance
increases. Of the 945 point to point traffics which
were analysed in Brisbane, fifty two were identified
where the route distance was appreciably greater than
the point to point distance. In most (but not all) of
these cases the use of route distance instead of
point to point distance in a gravity model would

have given a better agreement between the observed
coefficient of preference and one estimated from a
gravity model.

However it was decided to carry out analysis on the
basis of point to point distance, because

(a) in most cases this was little different
from the route distance;

(b) data handling is greatly facilitated;

(c) it is possible to include a correction later
for the difference in distance (see paragraph 10)

6. PERCEPTION OF DISTANCE

Using a single value of distance exponent in a gravity
model to describe telephone users calling patterns
implies that callers all through the network share a
common scale of perception of the distance of the
other telephone services they call and that they
exhibit the same "preference slope" favouring nearby
telephone services.

The gravity model for that would be
2
= AO {E;—~} P €3

where By and n are constants, which are the
same for all originating exchanges and A; is
a scale factor of distance.

The fifty three sets of data were analysed to estimate
a set of coefficients A; and nj for each individual
originating exchange i. These were far from constant.
Using mean values of Ay and n in a simple gravity
model like that used by Bear and Seymour(3 would,

in the Australian networks studied, give rise to
errors up to 300% in some cases. We must give up

the assumption of a common "preference slope" and
consider a family of gravity models of the form

n,
1 1
= — BOE RO S )
Xi500) A 5 &
1]
where.Ai = a constant for originating

exchange 1

n, = a constant for originating
exchange i

Comparing equations (4) and (5) shows that testing
equation (5) for common scale of perception of
distance requires testing the hypothesis that

A, = By (a)hi

el s Slelelele T TA O
il

Regression of the fifty three sets of the observed values
of Ai on n; yielded the equation

ni
Ai = 0.556(20.79) .
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with a correlation coefficient of 0,99. The
coefficients Ay and Ay for the model are thus
estimated to be:

A 0.556

0

A

5 20.79

The concept of a common scale of perception of distance
by all telephone users, is thereby strongly supported.
This perception scale uses a unit distance of about
twenty one kilometres. The values of A, and n,; are
shown in Table I in the Appendix.

7. PREFERENCE SLOPE

The preference slope {(ie the exponent of distance n;)
varied over the range 0.14 to 2.4.

This analysis confirmed the pilot study(l) suggestion
that distance exponent is a function of telephone
service density. The equation

1 0.399
2y = {ETEES_ST} ORISR0 o (8)
50
where p, = telephone services per hectare at

exchange i,

fitted the data with a correlation coefficient of
0.76. Model coefficients A3 and A, of equation
(2) are estimated to be

A

3 1.113

A

4 0.399

Values of p. are listed in Table I in the
Appendix.

SELF DISTANCE

Telephone callers in Australia are not thought to

give any weight to whether the number they are calling

is connected to their own exchange or to a different

one.

However due to the nearness of "own exchange" subscribers
the traffic to "own exchange" is usually quite high.
vValues ranging from 6.5% to 42.5% of originated traffic
were found in the data.

Rewriting equation (4) for own exchange traffic allows
“"self distance" to be estimated as

AT
= {o—=f 1 [pre— . (9
p; = 2
ii
where Dii = 1imputed "self distance”
and Kii = coefficient of preference for

"own exchange" traffic

The estimated values of Djj are shown in Table I in
the Appendix.

As was suggested by Bear(4) these imputed self distances
are related to the telephone service density at the
originating exchange. The equation

1 .0.6515
= (=] 1 R (1
it 57 pi) gy

fitted the imputed “"self distances” with a correlation
coefficient of 0.69.

Note: 1In the pilot study(l)for nine origins Djj
was explained in terms of exchange area but with
larger amount of data available this was rejected
in favour of area/services i.e. the inverse of
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telephone service density.

8. ADJACENCY EFFECT

After analysing for the effects of distance and
telephone service density the effects of adjacency
were examined. Exchanges were classed as adjacent
if they have a common boundary but not adjacent if
the exchange areas meet only at a point or are
separated by a physical barrier such as a river.

Of the 1 568 point to point traffics analysed, 180
involved pairs of exchanges which are adjacent. These
readings are indicated by the letter "A" following the
observed coefficient of preference Kjj4(g) in Table II

in the Appendix; if the destination is also further from
the centre of the city the letters "AF" are printed and
if the destination exchange also has less than 2 000
working services, the letters "AFS" are printed. A
residual factor was calculated as the ratio of the
observed coefficient of preference to the coefficient
estimated from the model in equation (2) using
coefficients Ap, Az, A3, Bq as estimated above and
setting A] to unity. There are twenty five observations
marked "AFS". For these the geometric mean residual
factor is 2.42., For the other 160 cases of adjacency
the geometric mean residual factor = 1.17.

This finding estimates the coefficient of equation (2)
which accounts for adjacency effect to be:

a, = (2.4)¥

where A, = adjacency factor
w = 1 4if AFS occurs,
otherwise w = 0
Though the adjacency effect only applies to small
parcels of traffic in Australian cities studied, it
operates most commonly in rapidly developing areas
on the outer fringe.
The most important inference of the adjacency effect is
that the strong preference observed for short haul calls
to such areas should not be expected to persist when the
new area becomes more closely peopulated.
Two examples of successive measurements involving
adjacency effects occur in the data. The residual factors
for these cases are shown below.
Mt Gravatt - Eight Mile Plains
Date Observed Factor Factor from Equation (11)
1968 2436 2.42
1974 20.:33 1.0

Sunnybank - Eight Mile Plains

Date Observed Factor Factor from Equation (11

1968 2.64 2.42
1970 2.72 2,42
1974 1.79 1.0

Note: Eight Mile Plains has exceeded 2 000 lines since
June 1973. A drop in adjacency effect occurred but by
late 1974 was not as large as predicted by equation
(11) .

9. TESTING FOR BIASED ESTIMATION

The functional form of the model in eguation (2) is
not suitable for multiple regression techniques so
it was tested using the individually derived
coefficients to calculate residual coefficients of
preference and the mean value overall of those
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coefficients.

A value of 1.108 was obtained for the mean residual
coefficient. Coefficient Ay was adjusted to remove
this bias. Because the adjacency factor, Aj;, is
derived from residual coefficients it does not contain
the bias and so it has to be adjusted in the opposite
sense when Ag is adjusted. The final model equation
becomes: . 399

1
{1.113 pi}

w [20.79
K e 0.616 (2.18)" {F==} e (12
13
1 <6515
{Note: when i = j, Dii = {W} 9 - Al

10. RESIDUAL COEFFICIENTS

The model in equations (12) and (13) has been used
together with equation (3) to calculate for each
observation a residual coefficient of preference. The
@eag g?lue of Kij(R) is unity and its standard deviation
is 0.67.

The model equation contains the influence of distance,
telephone service density and adjacency. All other
influences such as the ratio of travel route distance
to point to point distance and also the unreproducible
variability of telephone user behaviour, are contained
in the residual coefficient of preference.

This separate identification of the demographic
variables in the model provides a means of taking
account of those influences which is not available by
using a simple gravity model or the Kruithof methogd of
double factors.

11. APPLICATION OF THE MODEL TO NETWORK FORECASTING

To make a forecast of point to point traffic flows in a
network the procedure is as follows:~-

For each exchange which will exist in the future
network -

(1) By existing processes, estimate the area
it is to serve and its location, the number of
services to be connected, the average calling
and terminating traffic rates per service (and
hence the total originating traffic O; and
terminating traffic Tj).

{(2) From the model (equations 12 and 13) calculate
Kij(E)

(3) From records, read the residual coefficient

of preference Kij(R).

(4) Calculate the point to point traffic Xij as

(

= | &
xij = Kij(R)) (Kij(E)) (;l) A RNl (YY)

0.
i

Note: If no measurement is available, set

K4 (r) 1

(5) Continue for all destinations for all origins

(6) As the traffic matrix thus produced will
generally not be balanced, i.e. the sum of the
traffic elements will not equal the sum of the
originating and terminating traffics, use the
Kruithof method of double factors to satisfy
those constraints.
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12. CONCLUSION

The larger scale analysis reported here generally
confirms the form of the model indicated in the
earlier pilot study 1), The following table compares
the earlier model equation obtained from nine sets of
observations in one city with that now derived from
fifty three sets in three cities.

Coefficient Pilot Study This Study
Constant 0.68 0.616
untt 13.3 km 20.79 km
Distance
52) . 399
Exponent of ( 1 ) (__l____)
Distance 1.06 Py 15113 Pi
§ .44
Adjacency (7132) 2.18 for a
Factor Li' destination
3 exchange smaller
than 2 000 lines
(= 2.37 for which is further
{ 1 000 lines) from the city
centre than the
originating
exchange. The
factor is unity
for other cases.
2 B
Self (Exch Area) (Exch Area ) SS15
Distance ( 2850 ) (1.779 (Lines))

The differences are attributed to the greater information
available from the large sample than from the small one.

Samples from the three cities vary from.the overall
somewhat but there is not sufficient difference to
attribute this to anything but the reduced size of
the sample.

The method of forecasting described has the advantage that
a logical system exists for introducing demographic
factors and new exchanges are easily added. The
mathematical model uses explicit algorithms based on
stated parameters, to estimate future traffic. The
Kruithof method of matrix balancing is used only to

make small adjustments to the estimates.

The relationships between telephone service density and
both the exponent of distance and the "self distance"”
and the relationship between destination size and
adjacency effect observed in this study, were derived
from a fairly large group of observations made over a
limited span of time. Whether individual exchanges, as
they grow in the future, will take on in turn the
different characteristics observed for larger and
larger exchanges, will require observations over an
extended period of time. In the meantime it seems
prudent to be prepared for some substantial changes.

The model structure is expected to have general
application to telephone networks. However the
scale factor of perception of distance is likely to
differ where the unit fee call area has a different
size and where population is spread more uniformly.
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BRISBANE ORIGINS

ASHGROVE
SUNNYBANK
SUNNYBANK
ASPLEY
TINGALPA
ASCOT
CHAPEL HILL
VALLEY
W*GABBA
ALBION
BROOKF IELD
BULIMBA
CHAPEL HILL
CHERMSIDE
CLEVELAND
EDISON
INALA
INALA
IPSWICH
MT GRAVATT
MT GRAVATT
NEW FARM
NEWMARKET
NUNDAH
SANDGATE
SLACKS CK
SOUTH
STRATHPINE
SUNNYBANK
WYNNUM
FERNY HILLS

PERTH ORIGINS
APPLECROSS
BASSENDEAN
BATEMAN
BULWER
CANNINGTON
CENTRAL
CITY BEACH
MAYLANDS
MIDLAND
VICTORIA PK
KALAMUNDA
KELMSCOTT
GOSNELLS
GREENMOUNT
TUART HILL
WEMBLEY
SPEARWOOD

ADELAIDE ORIGIN
NORWOOD
SEMAPHORE

ST PETERS
BLACKWOOD

W ADELAIDE

LEGEND:

S

Deriving

Omg 5 >

[ R

equation (5) K, = A (l—-—-

DATE

July 1969
July 1964
July 1970
May 1969
May 1970
April 1970
July 1967
Sept 1970
April 1971
Jan 1973
Dec 1973
Dec 1974
May 1972
Dec 1974
May 1971
June 1975
Sept 1969
Nov 1974
Feb 1975
May 1968
Nov 1974
Oct 1975
Nov 1972
Dec 1971
Feb 1973
July 1972
Nov 1973
Sept 1974
Dec 1974
April 1975
Sept 1974

Dec 1975
Dec 1975
Dec 1975
Dec 1975
Dec 1975
Dec 1975
Dec 1975
Dec 1975
Dec 1975
Dec 1975
Dec 1975
Dec 1975
Dec 1975
Dec 1975
Dec 1975
Dec 1975
Dec 1975

June 1975
June 1975
June 1975
June 1975
June 1975

‘(0 ?
i3 (0) iD;

APPENDIX

1600

42.2
0=
163
omsl
8,777

2.18
4.09
25.1
149
1.24
38
15.6
48
3549

11,5
2.35
6.02
1.05

10.8
1.28

1.23
183
65.1
23.2
38
5.71
3.88
5718

3.94
8.66
1.81
4.93
1.24

n,
1

3

constant for origin exchange i

(neq) exponent of distance for origin exchange i

(4) D. Bear 'Some Theories of Telephone Traffic
Distribution : A Critical Survey'.

International Teletraffic Congress Stockholm 1973.

0.72
1.51
0.98
0.89
1.4

0.47
0.87
0.26
0.32

1.06
0.42

0.86
2.42

1.43
0.94
N3 7R
L@
15502
0.44
0.41
0.68
1.28
1.73
0;25
15
19
1.57
1.45

0.74
1.01
1.01
0.25
0.75
0.18
1.09
0.14
1.34
0.15
1.83
1.44
150"

1,185
0.76
Of7A"
1.5

0.76
0.93
0.41
OL 172
0.21

) by regression

correlation coefficient for origin exchange i

telephone services per hectare for origin exchange i

imputed self distance for exchange i

IDENTITY AND PARAMETERS OF ORIGIN EXCHANGES

TABLE 1

0.68
0.7

0.79
0.48
0.42
0.52
0.65

0.85
0.19
0.82
0.81
0.78
0.74
0.58

0.76

3493
0.57
iw5/5)
0.82
0.35
25240
1.45

6.51
9497,
0.08
3.85
2.22
6.46
0.32
52 %9
0:19
1.03
155,119
1.27
4.07
9.55
SK83
4.08
1.75
0.18
7:25
0.33
2.16
2.43
0.27

5.46
1.37
0.28
9.04
2.63
13.1
1.49
4.28
0.42
4.98
0.46
0555
0.26
0.54
3.46
3485
0.56

6.03
8.01
10.2
2.07
6.19

Seventh

ii
0.1
0.98
0.42
15728
215
1.34
0.45

0.42
0.05
3.74
0.28
0.36
0525
0.73
0519
3539
0.74
0.45
0.96
0=:37
0.02
0.23
Q.27
0.48
2.46
0.82
1.95
0.35
0.19
1.21

0.03
0.81
1.96
0.02
0.99
0.28
0.18
Oyl9
2.35
0.26
0.86
0.88
2.90
0.61
[OSE)
0.06
15

0.34
0.05
0.28
0.12
0.71
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Model of Traffic Dispersion

Discussion

R. KHADEM, Canada : Your gaavity model understates the
impact of the "community of interest" in deteumination of
thaggic. My question relates to the degree of congidence
one can have on a Longer term network fonrecast, especially
in circumstances where the "community of interest" itself
may be steadily evolving on changing in structure, (on may
be the case in Australia). VYou have hinted at this very
point towards the end of your paper. Could you gurther
elaborate, and state over what period you esiimate your
nesults are useful.

A.W. DUNSTAN, Australia : I believe that the "coefficient
04 preference"” dedined by a number of writens Lncluding
Daisenbergen (paper 341 ) and myself, is the best measure
0§ the genenal term "community of interesz". 1 agree that
"coedgicients of preference” are steadily changing and
this 44 an essential part of my model. This model should
be useful over periods duning which the values of the
coefficients A, - Ay of the model equation do not change
too greatly. %hefse "constants" will change but at a much
sfowen nate than the coefficients of pregference. Over a
period greaten than 10 yearns forn example T would expect
the "scale of distance" coefficient Az to increase some-
what due to increasing mobility of people.

P.A. CABALLERO, Spain : In your model of telephone traffdic
dispersion nadial distance, tefephone density and
adjacency are the factons influencing the point to point
tuffic. You also introduce a nesidual coefficient to
take into account othen influences, in particular, the
ratio of travel route distance to point fo point distance.
15 this a significant facton? 1§ it 4is, do you have some
data quantifying influence.

A.W. DUNSTAN, Australia : Only a small fraction of cases
(15%) involved big difference in route distance versus
nadial distance. The difference in coefficient of
preference 45 noticeable but is subsumed into resddual
coefficients of preference.

E. WALDRON, Australia : Your model does not appear to
allow for the effect of natural barriens;

e.g. Rivens, Freeways, lakes, Railway Lines, ete.

1 feel suwre that these would effect the "perceived
distance” and hence suggest the inclusion of these in
yowr model may greatly increase its accuwracy.

Please comment on this aspect of natural bawniens.

A.W. DUNSTAN, Australia : Metropolitan telephone networks
do not appear to contain many absolute natural barriens.

The effect of rivens and others which you List appears to
be nelatively smatl and adequately explained in terms of

a greater route distance caused by the bawrier.

As discussed in the amswen to Mn, Caballeno's question,
connection for this effect is included in the residual
coefgieients.

E. WALDRON, Australia : Since the system you propose
Aimplies establishing and maintaining a special set of
parameterns Lt appears to me an expensive sysiem compared
2o an ad hoc guess of dispersion. Such an ad hoc estimate
45 necessany for a new origin and "nominal" enrons can
generally be accommodated in practice by the alternate-
nouted system.

PLease comment.

A.W. DUNSTAN, Australia : ALL of the parameters needed by
my model are already recornded in the existing planning
processes in my office (see parna.11{1) and 1 would expect
these to be avallable in moszt administrations. The
coefficients of preference are not separate grom the base
taffic matnix which 46 wsually avaifable. Daisenbergen
in para 5(6) of Paper 341 shows how to transform one into
the othern. By using nesidual coefficients.as 1 suggest,
the only additional parametens to be stoned are the §ive
coefficients of the model equation. 1 do see a virntual
necessity in any case to netain neconds of the network
historny 4in the form of matrnices of tragffic and the
connesponding exchange parameters. An informal estimate

could certainly be made of the dispersion gor a new region.

That estimate would ftake into account, informally, the
impontant factons considered Likely to affect the
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dispersion. My model formalises the process of making the
estimate. 1 take youn §inal nemark %o be refated to Zhe
{nhorently farge varniability of thagic. 1 agnee This 4s
Lange and note the nesults neponted in Paper 262 Fig. 4
and Para. 23 fon the U.K. This could make "Extreme Value
Engineening" suggested by Bawnes in Paper 242 of wider
application.

R.B. POTTS, Australia : The model expressed by equations
(12), (13) involves various parameters calewlated from
1ctual thaffic.

{4) How L& the accuracy to which these parameters are
given (e.g. 1.113, 20.79) justified.

[4d) What is the basis fon the assumption that these
same values can be used forn gorecasting future
Drafgic.

A.W. DUNSTAN, Australia :
[4) The implied accunacy L8 not real at best 7 figures
are significant.

(44)  2nd Last para. of conclusion deals with this.
Thene is no basis yet but study of secwlar trend
will answern this. Only a shornt historny 4is
available and trends are persuasive rather than
definitive.

D. BEAR, U.K. : Have you considered a Law of the §orm

Kij * Aoe'"v‘f
{on similan) as an alternative to equation 4?7 One form of
the gravity model, denived grom entropy considerations,
suggests a negative exponential nathern than an invernse
power Law of distance. 1t is Ainternesting that certain
Austhalian road traffic data have been adduced in suppont
04 this model. .
J.A. and S.G. Tomlin "Thaggic Distribution and Entropy"
Nature, 220, 974-976, 7th December 1966.

A.W. DUNSTAN, Australia : No. Initially scatter diagrams
wene produced forn many onigins on Log-Log graph paper. The
pattenns appeared consistent with the ondinarny form of
gravity model. There 44 a group of observations of
abnonmally Low coefficients of preference to very distant
destinations in my data for which the negative exponential
forum of model may give an Limproved explanation. However
there are mone of the very distant coefficients which
appean 1o be explained by the ordinany gravity model. The
negative exponential form would worsen the §it at shont
distances where trhaffic §Low is high. 1% 48 proposed %o
do some more analysis Zo check 4§ the C.B.D. may be
exenting a "Shielding" effect when it Lies between onigin
and d)ut,éna/téon las £t often does on very fLong distance
calls).

L. LEE, Canada : Can you give us some <indications whether
other mathematical models of telephone thagfic dispersion
have been considered. 1§ not, why not.

A.W. DUNSTAN, Australia : As indicated in the answer to
Mr. Bear's question, the data appear to be mone consistent
with a distance effect function which uses a negative
power of distance.

The "preference sLope" 44 a subscnibens behavioun
characteristic. Variation in this characteristic was
observed to be nelated to several characternistics of the
subscribers such as " (L) distance from central business
district (L) subscribens BHCR (iil] percentage of
business services {v) Zelephone density per hectare"
which are themselves strongly correlated. Telephone
density was chosen forn an explanatorny variable in the model
as it was a demographic variable which was afways available
and involved no definition problems. 1In a preliminary
sludy it appeared 2o be mone powerful than BHCR, Further
checking will be carried out.
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Some Formulae Old and New for Overflow Traffic in

Telephony

C. PEARCE AND R. POTTER

University of Adelaide, Adelaide, Australia

ABSTRACT

The description of telephone traffic by channel occupancies
leads, in a situation of repeated overflows, to complic-
ated equations for the joint distribution of the numbers

of occupied channels at the different stages involved.

We employ a prescription through the times separating con-
secutive calls in the traffic stream, which enables com-
pound systems to be considered piecemeal. Some specific
formulae are derived generalising known formulae and some
general questions considered through this approach.

il INTRODUCTION

The second and subsequent overflow traffics resulting from
a first-routed Poisson stream of calls has a non-random
character, which produces difficulties in the analysis of
stochastic teletraffic systems involving sequential over-
flows. This problem is compounded by a freguent need to
treat not merely simple overflows but pooled overflows
resulting from more than one group of channels. Such
difficulties are set aside in practice by Wilkinsecn's
"equivalent random" method in which the traffic under con-
sideration at any stage is replaced by a traffic with the
same mean and variance which is the first overflow result-
ing from the input of a Poisson stream to some group of
trunks (Ref. 1). However no complete theoretical valid-
ation of the robustness of this technique for compound
systems appears to exist, although studies of some simple
cases have been done by Neovius (Ref. 2), Le Gall (Ref. 3)
and others. An exact analysis of the first overflow
traffic arising from a Poisson stream is given by Riordan's
appendix (Ref. 1), and is used as the basis of the equi-
valent random method, but no general extension to subsequ-
ent overflows is known to the authors. This and more com-
plicated questions such as the relative overflows resulting
from pooled non-random traffic appear with a few except-
ions to be completely unresolved.

As overflow traffic is non-random, the evolution with timme
of the distribution of the number of busy channels at some
point of a system from an arbitrary instant depends not
only on the number of calls present but also on the time
since the advant of the last call; the system has memory.
The lack of memory property can be recovered for an
arbitrary instant only at the cost of incorporating fur-
ther information via the joint distribution of the number
of busy channels at all previous stages, leading to very
complicated equations. Our point of departure lies in
specifying the stream not by channel occupancy but

through the times separating the advents of successive
calls in the stream. The times separating successive
calls in an overflow are independently and identically
distributed if the input has this property, as was proved
by Palm (Ref. 4) and is clear from our subsequent analysis.
The description of inter-event times for such a renewal
stream is particularly simple, requiring but a single
distribution function. The specification is more complic-
ated if at some stage non-random renewal streams are
pooled, and for the present we shall not consider that
possibility.

Our present object is to provide a theoretical tool use-
ful in the exact analysis of tandem systems with repeated
overflows. Our approach is based on the determination of
the overflow inter-event time distribution G(t) corresp-
onding to an input distribution function F(t) (and some
given number of channels). This enables tandem systems
with iterated overflows to be tackled piecemeal, relating
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each stage only to the immediately preceding one, once we
have found expressions for the traffic induced by a given
G in a set of N channels. In the following section we
determine G in terms of F. The conventional channel
occupancy measure of traffic is then related tc our G, as
is the actual traffic carried by a finite set of channels.
With this basic machinery in hand we finally address our-
selves briefly to some general questions involving over-
flow traffic.

The description of a stream of calls by an inter-event
time distribution function is standard in queueing theory
and some of our basic occupancy formulae (for one and two
stages) and formulsze connecting input and output streams
occur in diverse places in the literature, and are thus
certainly not new. However, since we are aiming at a
unified methodology and have, we believe, a very simple
treatment and formulation, we have seen fit to prove all
our results ab initio. We wish to demonstrate how the
repeated use of a single technique suffices for the deriv-
ation of all our basic machinery. Our self-contained
treatment is also convenient for the use of certain sub-
sidiary results.

Section 2 derives expressions giving the overflow stream
in terms of the offered traffic. This preblem was first
treated by Palm (Ref. L) and later by Takécs (Ref. 5).

In Section 3 the inter-event description of traffic is
related to the usual description in terms of the distrib-
ution of the number of channels in an infinite set which
would be occupied if that traffic were presented to them.
This amounts to a study of the G/M/~ queue. In the case
of Poisson offered traffic this problem has been examined
by Kosten (Refs. 6,7) and subsequently by Riordan (Ref.l).
Our more general case is considered by Takécs (see Ref.8)
and by Cohen (Ref. 9). The associated problem of the
overflow traffic carried by a finite set of trunks is
analysed in Section 5. This was studied in the case of
original Poisson offered traffic by Brockmeyer (Ref. 10)
and in the general case again by Takdcs and Cohen.

Le Gall (Ref. 3) has considered a renewal stream over-
flowing from a finite set of trunks and being presented
to a second finite set. This corresponds to our work of
Section 6 restricted to a first overflow. His distrib-
ution of the number of occupied channels at the second
stage was found, as with simpler cases treated in the
literature, via the joint distribution of the numbers of
occupied channels at the two stages.

We adopt without further comment the standard assumption
of negative exponential channel holding times and denote
the mean holding time by u7

23 RELATION BETWEEN F AND G

Consider an input stream with inter-event time distribut-
ion function F(t) offered to a group of N channels. For

0 ¢ n < N represent by f (t) the distribution function for
the time separating an epoch when a call joins the group
of N channels to find n trunks already occupied and the
instant of the first subsequent overflow. Then

§+1 v (n+l)(
‘s J

where we interpret f (t) as 6(t-0). If we write f *( )

for the Laplace—St1e§tJes transform of fn(t) that™is

© -5t
fn*(s) = IO e dfn(t), Re s 2 0,

t)— _uy)n+l-3e_ujyf,(t—y)dF(y), ogn<N,
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then we can express these equations for n = 0,1,..,N-1 as

f;(s)= E+i fme-st(nfl)(l_e—ut)n+l—je—jut

- F(D(s), (1)

for 0 ¢ n < N and Re s 2 0. The solution to these equat~

ions is the same as that of the corresponding unrestricted
set (2) for which 0 £ n < = and there is an imposed supp-

lementary condition f _*(s) = 1. To solve these equations,
define the formal generating function

o -

f;(s)zn/n!

Then on-taking generating functions in (2) we have form~
ally, after an interchange of orders of summation

m()f x(e0d E e T (e TS
+ f*(s),l’me_St(l—e_ut
o o

_ Iwe-st
[e]

dr(t)

*))ar(t)
-Ut)

)exp(z.(l—e_u
(Nt
d/dz[f*(ze " “)exp(z(l-e ))ar(t
If we set
k(z). = f*(z)e ?
with a formal series expansion k(z)= g_okn(s)zn/n!, then

k(z) = J’:e_St(l+d/dz)k(ze_ut)dF(t),

so that on expanding and equating like powers of z we
have

k =k (s) [1-p{s+nu)]/¢(s+(n+1)u).

n+l
Thus
k (s) =k (s) §=l[l-¢(s+(j-1)u]/¢(s+ju), (L)
and finally the f: may be recovered by inverting (3) as
- n
£4(s) = §_ (D (s).

The undetermined multiplier k (s) is fixed by the supple-
mentary condition. In particular, we derive

§ l N 1

£ (s “hx ()18,

%1 )kr(s)], Re s20,

and without loss of generality we may take k (s) = 1 in
(4) for the purpose of evaluating this expression. We
observe that for s = 0, f*(z) becomes e” and k{z)=1, so
that k _(0) = The above solution can be verified
post hoe by sugstltutlon in the original equations (1).

The point of the above gymnastics is as follows: the sep-
aration of consecutive overflows from the group of channels
is the time between two consecutive epochs at which an
arriving call finds all N channels occupied, and so has
distribution function G(t) given by

N
av) =z (Mrta-ei-

R Jo

J=o
But this is precisely the expression we have given for
£ ,(t), as is reasonable physically, since after the
arrival of one more call the full set of channels and that
with N-1 calls become indistinguishable (except for the
overflowing call). Thus the overflow distribution funct-
ion G(t) has Laplace-Stieltjes transform

N1 yo1 Voo
¥is) = [§=O( r )kr(s)]/[§=o(r)kr(s)]’ Re 520, (5)
where the k can be evaluated by (L) with K (s) taken as
unity. This gives y(s) in terms of ¢(s).

je'“jyfj(t—y)ap<y>.

The above result also gives that the distribution of the
non-busy period of a group of N trunks is identical to
the inter-overflow distribution of a group of N-1 trunks,
a result found by Descloux (Ref. 11) for the special

case of Poisson offered traffic.

3. CHANNEL OCCUPANCY DESCRIPTION OF G

Suppose that o renewal stream of calls with inter-event
time distribution function G(t) is presented to an infin-
ite number of channels in parallel. The usual measure of
the traffic carried by the stream is then the steady-state
distribution {qj; 320} in continuous time of the number cf
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busy channels. The analysis is, however, most easily
effected through the "imbedded chain" technique of queue-
ing theory, whereby we find the steady-state distribution
{m,; j20} of the number of busy channels as found by an
arfiving call. The g-distribution is then found from the
m-distribution. Unless G is negative exponential, the
distributions m- and gq- are in general different. In a
practical context in which traffic is presented to a
finite number N of channels, the overflow probability is
clearly 7 _ rather than Q SO that the m-distribution is of
some interest in its own right. In the common case of
random offered traffic the result =, = q_ holds, which has
tended to obscure the distinction between the two distrib-
utions.

By considering the possible changes for the channels
between two consecutive arrival instants, or directly by
an appeal to the fundamental ergodic theorem for Markov

chains, we have for j§ >
©

+1, - - +1-j
iy, 1=t 5 m fm(m.l)e jux(l—e MR = Jag(x), (6)
J s mo- J
m=j-1
or, in terms of the probability generating function
m(z) = "J.ZJ, le]s 1,

J=o

n(2) = 7+ /7 w[l+(z-1)e ™ Jac(x)- w(1-e M) a6(x),
where w(z) = zn(z). Use of the normalising condition
w(l) = 1 allows this expression to be simplified to
wll+(z-1)e "X

n(z) = f: lac(x).

Taking n-th derivatives at z = 1 then gives

(n-1)(1)

ki

(n)(l) = nm

(0)

Y(nu)/[1-9(ap), (1)
(1)

so that as w

11(n)

1, we have

(1/mt = h, n3zo0, (8)
where h_ = I Y(mp)/{1-¢(mu)], n > 0, and we interpret
the emp%y proéuct h as unity. 1In the simple case where
the stream is P01ssgn with parameter A, we have h_=A /n!,
where A = A/u. m(z) may be recoxesed explicitly i

terms of the binomial moments n'’(1)/n! through the
Taylor expansion

n) = § (210" P 0/

about centre z=1 as w(z) = E_o(z—l)nhn, whence

_® n-j.n o

"= iy (-1) (j)hn, 320.
The contiruous time g-distribution is easily accessible
through the m-distribution. Analogously to (6) we have

qj=§=on.] Lemb/otaF(£)]” N Sas(e) s, ("*m) eI X (e Max

for j21. Teking generating functions and simplifying as
before through the normalising condition we find

Q(Z)z[f:tdc(t)]_lf:dG(t)fzw[l+(z_l)é‘“x]dx

/m, (9)

«
1+a¥( 2-1)™
where A is the ratio of the arrival rate to the service
rate. This gives thaElthe mean traffic M = q'(1) =

so that M = -[pp'(0)]"". Differentiation of (9) gives
the relation

(

q n>(l)/n! = Ah ./n, n3l, (10)

n-1 i
for the binomial moments of the queue distribution. Also

-(n)(

a fne

1) = A® nzl, (11)

relating the moments of the g- and n-distributions.
Finally, (9) gives

=A% (-1
4y A %=j( 8) )hm 1 321,
g, =1 +A %fl(—l)mhm_l/m

Although the expressions for the n, and g, are not in
finite form they lead to rapid conéergenté and so are
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convenient for calculation. Thus

by = by pe(ep)/-e(n)] “ n e(nw)
for n large, and y(nu) decreases rapidly. For example
¢{np) ~ 1/n if ¢ represents a negative exponential dis-
tribution, and the h_decrease at a rate comparable to
the terms of an exponential series.

A number of other quantities of practical interest are
easily derived In terms of our formalism. Thus the gen-
erating function Q(z) for the steady~state probability
of j or more channels being occupied is given by

Q(Z)=Q(Z)+[1~Q(Z))]/(l—Z)=l+A[l+§=l(Z-l)m{hm_l/m+hm/(m+l)}]

Thus the probabilities {Q,; j20} are derived from the q,
simply by replacing’hm_l/ by hm_l/m +.hm/(m+1).

The explicit forms for the m- and q- distributions show
that knowledge of either prescribes y(nu) for each nzl
(also '(0) in the case of q). (B?cause of the monotone
properties of the derivatives Y " (s) for real s this
means that the shape of the function y(s) is fairly
tightly prescribed, so that for practical purposes there
is ‘only one distribution function G for the times separ-
ating successive calls that can result in a given observ-
ed traffic.

k, BASIC CHARACTERISTICS OF TRAFFIC

A number of conclusions concerning traffic can be drawn
from the results of the last section without use being
made of any special assumption as to the nature of the
inter-event time distribution G. Denote by m, v the mean
and variance of the distribution G. Since m = -¢'(0) and
M= -[up'(0)]™", the mean traffic M is inversely proport-
ional to the expected time between calls, that is, M is
proportional to the intensity of the stream. We are so
accustomed to thinking of channel occupancy as the way of
measuring traffic that this may appear tautological.
However, a theorem is implicit here: the mean number of
channels occupied in an G/M/® queueing system in the
steady-state is equal to the ratio A of the mean arrival
rate to the mean service rate. In other words, we have
the result M = A of the last section.

Let us now turn our attention to second moments. _Since
qQ"(1) = Mh, the variance V =4"(1)+q'(1)-[q'(1)] of
the traffic is given by

V= M[l—M+hl] = M{1-M+y(u)/(1-9(u))] (12)

which is a version of the well-known Molina-Nyquist
relation

Vo= M{1-M+A/(N+1+M-A) ],

giving the variance V of overflow traffic arising from a
Poisson traffic of A erlangs offered to N channels (see
Riordan's appendix to Ref. 1). In that case ¢(s)=r/(A+s)
and k_(u) = n!(A+n+1){A"(A+1)], n20, where A = A/u. Thus
for tﬂe overflow

N-1 N
$/(1-4(v)) = §=O(N;1)kr(u)]/[§=1(§:i)kr(u)]
N N N-1
=[az A%m)/0(N+1) T A™/m! - A AT /m!)
m=0 m=0 r=o

A/ (N+1+M-A)

by Erlang's loss formula, agreeing with the Molina-Nyquist
formula. Our formula (12) is more general, holding for

an arbitrary initial renewal stream of calls or the
resultant traffic from such a stream at any stage of a
tandem sequence of overflows. Similar formulae can be

derived readily relating to higher moments of such traffic.

(12} can also be written in the form V=M[1-M+M¥*], where M*
is the mean of the n-distribution.

Relation (12) may be given an intuitive interpretation.
Roughly speaking, for a given value of M (or equivalently
of m or y'(0)), the expression y(u)/{1-y(u))will be large
when " is large, since ¢(0) = 1. As ¢"(0) = m“+v and
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y" is monotone decreasing for a positive argument, this in
turn corresponds to large v. Thus, roughly speaking, for
a fixed mean traffic the variance V of the traffic is
large when the variance v of the inter-event times in the
stream of arriving calls is large.

Dl CARRIED TRAFFIC IN TERMS OF G

In the spirit of Section 3, imagine a stream of calls
characterised by distribution function G offered to N
channels in parallel and let {m,(; Osj<N}, {q,; o<j<N}
represent respectively the imbeaded chain an8 continuous
time distributions in the steady-state for the number of
busy channels induced. Then for 0<js<N

N-1 :
no=1 w0 IME (MY I g ()
J sy MO ]

m=j-1

v oM eI (P ag(x) .
N o] ¥
In terms of the generating function m(z)=L m.2% these
relations may be expressed as J=o J

n(z)=f:w[l+(z—l)e_ux]dG(x)-an:(z—l)e_ux[l+(z-1)e_ux]NdG(x)

where as before w(z)=zn(z) and we have used the normalis-
ing condition w(1)=1. Analogously to (T) we have

2 s T = e ¢ T A= i)
(¥ yptnu) /(1-y(np)),

T "Nipel
whence
=l
(n) . R SO |
n 2 (1)/n! = hn[l-wN :1=o (m)hm 1
Since ﬂ(N)(l)/N! = my, we have for the probability of loss
N, -1.-1
my =tE (On 7T (13)

m=0
In the case where G is negative exponential with parameter
A this reduces to

N N
= (/W[ AT/,
r=o0
with A = A/p, which is just the Erlang loss formula used
in the previous section. An explicit expression for w(z)
follows from the Taylor series
N n
w(z) =% (z-1) 1
n=o
The q-distribution may be found from the relations
N-1 3
Q=L w [£7a6() T Tae(e) ro (M) eIV (1o THH) M I gy
J m=j-1 m o o o 3

n)(l)/n!

b nN[f:th(t)]_lf:dG(t)fz(?)e-jux(l—e_ux)N_jdx

which holds for O < j < N. This leads to the generating
function
-1 @

a(z)=[s7tac(£)17 7 dG(t)fzw[1+(z—l)e-u

(o] x]

dx
—n [7eac(4) 176 (1) 5 (-1 )e
N Oy [} o
=1 az (0" Q)/n e 1/ v,
n=1
where A = [ufmth(t)]_l is the mean offered traffic. We
deduce in par%icular that

"M 14 (2-1)e M Vax

™) = A (1) )

i n—l]’ n>0. (1)

The mean carried traffic M = q'(1) is thus given by
M= All-m] (15)

as we would expect. Equations (13) and (15) give a
general version of the standard Erlang loss formula.

The formulae of this section give rise to various
"carried traffic" analogues of the ordinary traffic form-
ulae of the last section. (1k4) and (15) are of course
analogues to (11) and the relation M = A of Section 3.
With second moments we have
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<
i

= q"(1)+q' (1)-[q' ()12

. 2
= A[hl—nN(hl+N)]+M—M

M[l—M+hl—NnN/(l—Dﬁ)].

We note that

N
Ot/ 5 (n) <o,

N

N /(l-n )=N/[Z

e o m=1 m=2

with equality only for N=l. Thus V > M[1-M], with

equality only for N=l. It can be seen that Nm_/(1-7_)
. X . N N N

decreases monotonically with increasing N.

6.  OVERFLOW TRAFFIC FORMULAE

We now continue the results of Section U with the addit-
ional requirement that the distribution G arise specific-
ally as overflow from a set of N channels of a stream
characterised by some distribution function F. We begin
with the basic relation (5), which because of k_(0)=6_(0)
leads to i r
N-1 N N
N-1, N N-1
$r(0)=z (C_T)xI(0)- ¢ ()x'(0) =-1 (. 7)k'(0).
” r ST =T _or-1""r
r=o g r=o0 r=1
Likewise kr(s) =1 [1-¢(s+(J-1)u))/o(s+ju) with ¢(0)=1
3=1
provides
r
k'(0) = -[¢"'(0)/¢(x)] m
Ir N
J=2
where again we interpret the empty product as urity. Hence

[1-¢((3-1)u) 1/¢(3u), r>0,

k' (0) = -k (ud¢'(0)/9(w)

N-1
v (o) =ler(0)/e(w] = (")

k_(u). (16)
r=o <

For each r k_(p)/¢(u) is, for fixed &'(0)(and ¢(0)=1)
a monotone decgeasing function of ¢. Arguing as for ¢ in
Section 4, we see that for fixed ¢'(0), the RHS of (16) is
small when ¢"(0) is large, that is, when the distribution
given by F has a large variance. Hence the mean traffic
M= -[up'(0)]™" is increased, for a fixed mean traffic in
the F-stream, by increases in the variance of inter-event
times in that stream. This is as one might expect. It
is also apparent that in general the mean overflow traffic
depends on higher characteristics of the input stream than
just its mean and variance. This makes it implausible
that simple relations analogous to those of Olsson (Ref. 13)
will hold except perhaps for specific forms of input
stream which can be completely characterised by a small
number of parameters. Signal amongst such possibilities
is the Poisson stream, described by a single parameter.
We look at this possibility more closely in Section 7.

The special properties of the k's allow for a convenient
representation of higher order overflows in terms of the
distribution function of the initially offered traffic
stream and the numbers of channels at each stage. Thus
suppose an input stream F overflows from N, channels and
the overflow itself overflows from N2 secofidary channels
to give traffic characterised by ¢ o (s). Suppose k(2)r
stands to w(z) as does k_to y. D rgctly from (&)

kr+1(5+(m-l)u)=kr(5+mu)[l—¢(s+(m-l)u)]/¢(5+mu),

so that

N N,-1 N,-1 N -1

iil (ril )kr(s+(j_l)u)=[i=o ( lr )kr(s+j“)} x
[1-¢(s+(3-1)u) 1/o(s+jul.

Thus

[1~p(s+(3-1)u) ) /v(s+in) =

N N -1 N -1 N -1

O O (sr@nw) Tt O )k (seaw)

r=l r=1 + r=o r =
N N N N

RN AC R R S S PR EE I

r=o r=o
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Nl Nl
1-¢(s+(§-1)u) (K (s+3u)
% r=o
N. N
#(s+u) g (M (s4(3-10)
=0
and
m
K(p)nls) = §=l[l—w(s+(g—l)u)]/w(s+du)
N N N, N
=k ()21 (semn) (D112 ( Dk ()]
r=o r=o
N N N N
1 1 1 pe
(2 (g (D (D) k(6]
Therefore
N,-1 N,-1 N N
2 2 2 2
Ha) () <2 L i (VI (kg (a0
N,-1N N,-1 N
=52t 2 M, (s)
m=0 Y=o s

m=o r=o0
a strikingly simple generalisation of (5). We derive

N,~1 N N,-1 N
Vo (0= /sl 2 5t CEOhe ),

m r m+r
m=oc r=0

the second overflow version of (16). This formula is
convenient for determining the mean traffic

M= —[uw'(2)(0)l'l

after the second overflow. The corresponding formula for
the variance V is

Vi= M[l-M+w(2)(u)/(l—w(g)(u))]-

We obtain the term in ¢ from

N,-1 N N,-1
by = st B
m=0 Tr=o m by
N, N N -1 N
2 1 2 s
195y () i=1 §=o (SR SVl DS ST

These various formulae extend to n-th iterated overflow-
in an obvious way.

fi GENERAL RESULTS

Although our formulae are designed for specific calcul-
ations, their generality enables us to consider a number
of broader questions, especially those of an existence
type, which would be much less accessible with other
approaches. We consider four such examples in this
section.

7.1 NEGATIVE BINOMIAL DISTRIBUTION

Although its applicability is known to be only approximate
the negative binomial distribution has often been used to
describe overflow traffic. The appeal of this distrib-
ution is multiple, residing in its simplicity, the fact
that it gives V > M, and in that its use can be justified
by a plausible heuristic involving birth coefficients.

In view of these strengths, it would be interesting to
know the nature of a traffic stream (perhaps itself an
overflow) whose overflow was exactly negative binomial.
Unfortunately we can see as follows that there is no

such stream:

From (10), we have that for any traffic
(™ (1) /tns1) 11/10 ™ (1) /)

= (hn/hn_l)n/(n+l) = [¢(nu)/(1-¢(nu))In/(n+l)> 0 as nr=.
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For the negative binomial distribution, we have
alz) = [(1-q)/(2-qz) 1"
for some m, sO that
(™ (1) /(n+2)11/01 ™) (1) /mt =L men) /(m#1) 10/ (1-q)

which does not tend to 0 as n tends to =, giving the
required contradiction. Our argument indicates that the
reason for this failure is that the negative binomial
distribution contains too much probability in its tail.
This suggests that its practical use is fail-safe in that
it may be expected to over-estimate the probability of
high channel occupancy.

7.2 ASYMPTOTIC BEHAVIOQUR

It might be supposed that although successive overflow
streams become less intense, repeated overflowing results
in some stable asymptotic functional form for the
structure of the overflow stream, that is, a functional
form which occurs with both the offered stream and the
overflow. Such a stream would be of considerable interest
in modelling compound teletraffic systems.

Most simply we can try allowing for the intensity reduct-
ion by positing a simple time dilatation, so that
G{x) = F(ax) with O<a<l. Thus

y(s) = ¢(s/a). (17

Consider the simplest case N = 1, that is, of overflow
from a single channel. Then

¢(s/2)=p()=[1+k ()1 =0 (s+u) /(9 (s+u)+1-4(s) ]
Thus
¢(s/a)/[1-¢(s/a)]=¢(s+1)/11-¢(s)],

and as ¢ is strictly monotone decreasing for positive
arguments, we have

¢(s+p)/[1-¢(s+n) 1<¢(s/a)/[1-p(s/a)) 1< ¢(s)/[1-¢(s)]

for s positive. But the strict monotonicity of x/(1-x)
and ¢ now leads to

s+y > s/a > s,

which clearly cannot hold identically for s > 0, a
contradiction. A similar objection occurs if we try to
allow for a superimposed shift of origin.

More generally, with an arbitrary N, we have asymptotic-
ally for large positive s

pls) ~ ko (s) /1 (s) v ¢ls+tu),

so that by (17)
¢(s/a)/¢{s+Nu) +~ 1 as s + +» .

This can be seen to be incompatible with the possible
behaviour of G(t) at the origin.

Essentially equivalent objections arise if we allow
slowing of the service rate at the second stage to ay
but require agreement only of the channel occupancies'
measure of the traffics given by F and G. Our formulae
(10) for the q-distribution then give ¢'(0)=ay'(0) and
$(np) =y(nap) for all nzl, leading to the same difficult-
ies. This points to a continuing structural chenge in
the form of traffic with successive overflows, as might
have been foreseen by our earlier observation that the
variance and higher characteristics of offered traffic
affect the mean of the overflow.

7.3 V> M

While it is well known that the traffic resulting from
the overflow of an offered Poisson stream has V > M, we
may note that this property does not hold inveriebly for
all forms of input. Arguing intultively, we expect thet
when the intensity of the input stream is sufficiently
high overflowing will not appreciably increese the var-
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iance of the offered traffic and the overflow stream will
appear much like the input stream. Since for a given
value M, V increases with the variance of the distribution
G, we would expect that V < M might occur for all input
streams of sufficiently high intensity and low variance
for the distribution F. This heuristic can be substant-
iated analytically.

For traffic of sufficiently high intensity ¢(ju) ~ 1 for

j =1, .., N+1, so that we have {to second order)
Mo -9(u)/Tug” (0) [1+(8-2)%, (W) 11,
v/ =90 ] v [ (0-D)k, G0 170k GO+ (8-1)k, () 1.
In the extreme case of least variance when successive
arrival instants in the offered stream have constant
separation d, ¢(s) = exp(-sd). For heavy traffic
pd ~ 0 and the expressions above become (to second order)
M~ (1-Npd)/(ud),
w(0)/(1-p(u)) ~ [1-(w+1/2)nal/(nd),

so that by (12) Vv M/2 to first order.
theoretically possible.

Thus V < M is

7.4 A CONJECTURE OF OLSSON

Although it is not our intention in this paper to treat
the very difficult problem of pooled traffic, we consider
one simple situation involving pooled traffic as our
results show that a putative approximate formula of
Olsson holds exactly in a simple case. Olsson's result
(which is given with a typographical error in Ref. 13)
states that if n streams of traffic characterised by means
and variances M, V. (i =1, 2,..,n) are jointly offered
to a set of channels, then the means of the overflow
trafflﬁs are in the proportion of the gquantities

V + M /V

Consider the case of n Poisson streams, characterised by
paraneters A.,, feeding into a common set of channels. By
“he lack of memory property of a Poisson stream, each call
of the aggregate stream (itself Poisson with parameter

X = IX,) has the same probability p, = A./} of having
arisen” from stream i. Since the overfloW does not dis-
tinguish between the origins of the calls, the same proper-
ty will hold for each successive overflow. Hence in par-
ticular the mean overflow intensities and hence the mean
traffics will be in the proportion of the original input
intensities A, This agrees with Olsson's formula, which
for Poisson s%reams reduces to overflow means being
proportional to 2Ai.

Less trivially, suppose that after one or more overflows
the distribution function for the aggregate stream is
G(x). Then the inter-event times for the overflows from
stream i1 will be

G(x)+p.(l-p.)G(e)(x)+p.(l—p.)ZG(3)(x)+..,

gl il i i

where G(m)(x) is the m-th convolution of G(x). The
corresponding Laplace-Stieltjes transform ¢, {(s) can be
expressed in terms of the transform ¢(s) for the
aggregate stream as

= 4 m _
b (s) = PiW(S); [(1-p,)u(s)]
This is readily seen to give w 0)=pTl¢'(O), so that the,
corresponding mean traffic 1

Piw(S)/[l-(l—pi)w(S)]

M, = ~Lui (O = -p, /Ly ()],

aend the mean traffics are as the A,, as we saw above.
However, our formula for y,(s) enables us to derive
corresponding results for higher moments. Thus for the
variances we have

1

Vo = MM () /(g () 3= M (1M +p 0 () / (2mp(w))]
which evaluates to give for the first overflow

v, o= Mi[l-Mi+Ai/(N+M+l—A)],

where M = IM

T This formula has been found by alternat-
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ive means by Wilson (Ref. 12) and our method extends to a
number of other cases. Thus if the holding times are
different for the different input streams (reflecting,
perhaps, differential cost factors for calls for diff-
erent origins) the mean traffics M, are proportional to
Xi/ui and the Vi are given by &

Vo= M (1M v )/ (0= (u )]

85 SUMMARY

By measuring teletraffic streams by the times separating
consecutive calls rather than by the number of busy
channels induced in an infinite set by the calls, it is
possible to analyse stochastic behaviour in compound
teletraffic networks piecemeal, considering traffic at
each stage separately without reference to previous
stages. The basis of the technique is the explicit
characterisation of an overflow stream in terms of the
offered stream and the number of channels to which the
traffic is offered. Actual channel occupancy probabil-
ities are then calculated from the specification of the
relevant stream of calls using methods of queueing theory.

Generalisations were derived for the standard expressions
for the mean and variance of the overflow traffic from a
set of channels. The results derived hold for arbitrary
non-random renewal streams of calls and after an arbitrary
number of sequential overflows.

The generality and simplicity of the approach were
illustrated by consideration of four general questions:
the possibility of exactly negative binomial overflow
traffic, the asymptotic behaviour of overflow streams,
the possibility of the mean overflow traffic exceeding
the variance, and Olsson's conjecture.
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Discussion

P. LE GALL, France : Section 7.4 deals with the combina-
tlon of several inginite overnflow thaffics. How is Lt
possible that the variance of the ith guerglow trafgic
depends on the total overglow traffic.

Why can you white: "Since the overflow does not disting-
uish between the ornigins of the calls",

C.E.M. PEARCE and R.M. POTTER, Australia : Considering the
fist part of the question; overflows can occur only when
all the trunks at the §inst stage are occupded, and this
event will depend on the total offered traffic. The var-
iance of the ith ovenflow thaffic will thus depend on the
Total offered tragfic. This Latter traggic is most con-
venlently brought in to the fonmulae through the total
ovenflow trhagfic.

Turning to the second part of the question, 1 think oun
wording was poorly chosen. What was meant was that by
viitue of the Lack of memory property of Poisson streams,
any knowledge of fhunk occupancy tells ws nothing about
Zhe onigin of a given call Lin the overnflow.

BIOGRAPHY

CHARLES PEARCE received his early training in New Zealand
in Mathematics and Physics. He subsequently came to
Australia where he completed a Ph.D. in the area of
Stochastic Processes at Canberra in 1965. After a period
lecturing in Britain he returned to Australia and joined
the University of Adelaide in 1968 as a senior lecturer in
Mathematics.

BIOGRAPHY

RONDA POTTER graduated B.Sc. with first class honours in
Mathematics at Adelaide University in 1966, and completed
her M.Sc. in 1968. She is a senior tutor in the Depart-
ment of Applied Mathematics and has interests in Operations
Research generally. She is currently working towards a
Ph.D. in the area of mathematical models for teletraffic
under the supervision of Dr. Charles Pearce.

97



The Accuracy of Overflow Traffic Models

A. H. FREEMAN

Telecom Australia, Sydney, Australia

ABSTRACT

This paper compares the equivalent random model for over-
flow traffic with two models based on the interrupted
poisson process. One of these models is considerably more
difficult to compute than the E.R. model but its accuracy
is much greater and it 1s useful as a reference for
comparing different models. The other is of comparable
accuracy to the E.R. model and in some applications is
more easily computed.

1. INTRODUCTION

The most widely accepted procedures for calculations with
overflow traffic is Wilkinsons Equivalent Random (ER)
model, and variations of it (Ref. 1). Nearly 20 years of
practical experience have firmly established its adequacy
for practical applications yet there is suprisingly little
numerical data on its accuracy. This paper reports the
results of an investigation of an alternative model using
the I.P.P. process which throws some light on the nature
of the ER approximation.

2. PRINCIPLES OF INVESTIGATION

A typical overflow configuration is shown in figure 1.

There are "r" distinct sources, each overflowing into a

common route, and the usual problem is to determine the
size of the common route to satisfy some service criterion.

ca
20" 00===0"

D,
@+ OQ0---0O o
3 00—+

C(r) A
an~0O0---0O

PRIMARY ROQUTES OVERFLOW ROUTE

FIGURE 1 Typical Overflow Route

In principle, this problem can be solved by state
equations, but in practice the number of states is
unmanageably large, for figure 1 the number being
(CL)+1)(C(2)+1)- ~ ~ (C(x)+1(C(o)+1).

The E.R. model replaces the r sources with a single source
of A(e) erlangs offered to C(e) circuits, such that the
mean and variance of the overflow from this single source
is identical to that of the r actual sources, giving the
model of figure 2, This model has only C(e)+C(o)+1 states
and its solution is very simple.
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Ce) C(0)
/"““‘/\“"“‘\ Vo=t - =

o= CO~20) —~ O0=-©

EQUIVALENT RANDOM OVERFLOW ROUTE
SOURCE

FIGURE 2 Equivalent Random Model

Kuczura (Ref.2) describes the Interrupted Poisson Process
(I.P.P.) which gives a remarkably close approximation to
the overflow from a single route. This is a poisson
process modulated by a switch which is alternately turned
on and off, with the on and off periods being independent
negative exponential variables. It is defined by three
parameters, £, w and g where:-

£ 1is the intensity of the poisson process.
1/w is the mean on time of the switch.
1/g is the mean off time of the switch.

This model has two states and the three parameters can

be used to match the first three moments of a distribution.
If each of the sources of figure 1 is replaced by an I.P.P.
approximation one gets the model of figure 3, in which the
number of states is 2'Y) (c(o)+l), considerably less than
for the actual configuration, but greater than the E.R.
model of figure 2. It will be shown that the model of
figure 3 is generally more accurate than the E.R. model,
and because it takes account of the actual structure of the
sources it allows some conclusions to be drawn about the
accuracy of the E.R. model.

IPR A

MODEL N°1.

IPP C(o)

MODEL N° 2. > / N\

@ ===

PP
MODEL N° C
PRIMARY SOURCES OVERFLOW ROUTE

NOTE Each ER model replaces one of the sources in fig.1

FIGURE 3 I.P.P. Accurate Model
3. POTENTIAL ACCURACY

‘Ref. (2) gives some comparisons of the probability
distributions of the overflow from a full availability
route with those of an I.P.P. model matching the first
three moments. The differences shown are small and
suggest that the accuracy of the model may be sufficient
for the purpose in mind.

A more direct assessment of the potential accuracy was
made by comparison with some cases for which exact
solutions are available. Use was made of results published
by Kibble (Ref.3), giving exact solution for a number of
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cases with two routes overflowing into a common route, as
well as the approximation using the E.R. model. For each
case a solution using the I.P.P. approximation of Fig.3

was obtained and compared. Out of 97 cases, the I.P.P.
model was more accurate in all but 2 cases. The I.P,P.
model was usually from 5 to 20 times as accurate as the
E.R. model, and in the cases where the difference was small
or where E.R. was better, both were very close
approximations.

Further evidence on the accuracy of the I.P.P. model arose
as a consequence of the actual study.

4, DETAILS OF INVESTIGATION

For the purposes of this investigation, 9 different
combinations of high usage routes were chosen, each of
which generated an overflow traffic of 10E with a variance
of 20. For each of these the E.R. model uses the same
model but the I.P.P. model is different for each case, and
any differences in the results include the effect of
differences in the make-up of the overflow traffic which
are ignored in the E.R. method.

The choice of the overflow traffic mean and variance was

a compromise between the desirability of a small value

for which computing would be more economical and of using
values typical of actual routes. Although rather low,
traffic of this order is found on some high usage routes

in Australia. The combinations were chosen for convenience
of calculation with the possibility of detecting a sig-
nificant pattern also kept in mind. Table 1 lists these
combinations.

Case No. Composition
A} Single Source M=10, V=20 (E.R. Model)
2 Two Sources each M=5, V=10
3 Two Sources (one M=5, V=5

(one M=5, V=15
4 Three Sources (one M=5, V=10
(two M=2.5, V=5
5) Four Sources each M=2.5, V=5
6 Eight Sources each M=1.25, V=2.5
7 16 Sources each M=5/8, V=1.25
8 32 Sources each M=5/16, V=5/8
9 64 Sources each M=5/32, V=5/16

TABLE 1

For each of the components of these combinations the
following were calculated.

(1) The offered traffic (A) and the number of circuits
(C) from which overflow of the specified mean and
variance would be generated.

(2) The first seven factorial moments of the overflow
traffic component.

(3) The I.P.P. parameters to generate traffic with the
same first three factorial moments.

Case FACTORIAL MOMENTS
No. F3/103 F4/104 Fs/lo5 F6/106 F7/lo7

1 1.2988 1.6214 2.1187 2.8770  (\0376

2 1.3062 1.6441 2.1825 3.0287  4.3689

3 1.3201 1.7101 2.3652  3.4595  4.9329

4 1.30664 1.6537 2.2108  3.0995 4,536l

5 1.3085 1.6633 2.2392  3.1703  4.6949

6 1.3117 1.6774 2.2817 3.2799  4.9563

7 1.3137 1.6867 2.3102  3.3548  5.1385

8 1.3150 1.6926 2.3286  3.4033  5.2582

9 1.3158 1.6962 2.3400  3.4338  5.3340
1(IPP) 1.2988 1.6199 2.1107 2.8505  3.9658 (2)
Nggﬁ 1.32 1.716  2.4026  3.6304  5.7658 (3)

Note 1. F1=10, F2=110 for all cases.
2. Moments of IPP fitting case 1.
3. Moments of Negative binomial with F1=10, F2=110.

TABLE IT
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The factorial moments of the combinations were then
calculated from those of the components, and are listed

in Table II. Also for comparison is given the moments

of a negative binomial distribution of the same mean and
variance. Examination of the table suggests the following
hypotheses.

(1) For any combination of overflows from full
availability routes the third and higher moments
are higher than those of the matching ER model.

(2) 1If all the components have the same ratio of
variance to mean the moments approach those of
a negative hinomial, as the number of components
increases.

(3) If the components have different ratios of variance
to mean, the third and higher moments increase more
rapidly than if the ratios are equal. Cases have
been found where they exceed those of the
corresponding negative binomial.

Although it has not been possible to prove these hypotheses
rigorously, a considerable amount of numerical work
supports them.

Using the parameters referred to above the grade of service
for overflow routes of 1 to 24 circuits was calculated
using the ER model and the various I.P.P., models. These
results are listed in Table III together with those for

two models both generating negative binomial traffic.

CCTS Case No.
1. 1A 2 <) 4 5 6
4 .91667 .91667 .91477 ,91191 .91411 .91350 .91280
2 .83527 .83527 .83165 .82619 .83040 .82922 .82786
3 .75607 .75607 .75095 .74330 74749 74552
4 .67936 .67935 .67300 .66370 .67083 .66866
5 .60547 .60543 .59814 58791 .59312
6 .53473 .53466 .52675 .51635 .52401 52127 .51803
7 L46751 46740 45921 ,44943 .45350
8 .40420 ,40403  .39591 ,38745 .39309 .39020
9 .34516 .34490 .33721 .33061 .33172 .32840
10 .29076 .29042 .28342 ,27902 ,28093 .27838
11 .24120 .24084 .23479 ,23271 .23037
12 .19700 .19644 ,19151 .19162 .18969 .18782 .18554
13 .15802 .15734 .15362 .15563 .15072
14 .12437 .12359 .12105 .12456 .11896
15 .09591 .09506 .09362 .09813 .09227 .09145
16 .07240 .07150 .07099 .07603 .07066 .07030
17 .05344 ,05254 .05274 ,05789 .05257
18 .03854 .03767 .03836 .04328 .03858 .03881
19 .02714 .02633 .02731 .03174 02777
20 .01866 .01794 ,01902 ,02283 .01937 .01961
21 .01252 .01190 .01296 .01609 .01356 .01413
22 .00820 .00769 .00863 .0111l .00919
213 .00523 .00484 ,00562 .00751 .00609
24 .00327 .00296 .00358 .00497 .00385 .00444
Note 1 2 3| 3 3 3 e}
Notes 1. G.0.S. using E.R. model
2., G.0.8. using I.P.P. approximation to 1
3. G.0.S. using model of fig. 3.

TABLE IIT
5. ANALYSIS OF RESULTS

In the case of a single source the E.R. model (model 1)

is an exact solution and the I.P.P. (model 1lA) an
approximation. Therefore comparison of these will give
an indication of the accuracy of the latter. For the
other combinations only the I.P.P. approximation are
available, but they differ from model 1A by considerably
more than model 1A differs from the exact solution of
model 1. Therefore the differences are a good indication
of the differences which would arise in an exact solution.

In order to illustrate this better figure 4 shows the
difference between the grades of service of each model
and model 1. Certain trends are clearly visible.
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(1) For all the cases with more than one source the
congestion is lower than for a single source for
moderate numbers of circuits, but is higher for
large numbers of circuits. Therefore the ER
model always overestimates congestion for poor
grades of service and underestimates for good
grades of service.
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The difference curves do not correlate clearly
with the higher moments, or with any other
parameter which would lead to a convenient formula
of greater accuracy than the ER model.

(3

-

Although the magnitude of the differences is small
enough to be ignored in practical calculations,
they may be significant in theoretical investig-
ations of for example the difference between
different trunking configuration.

6. PRACTICAL CALCULATIONS

One of the objectives of traffic theory investigations

is the development of practical dimensioning techniques.
In this respect, the present paper has demonstrated that
there is no significant difference in accuracy between the
ER model and the I.P.P., so that either can be used with
equal confidence and the choice is merely a matter of
convenience of calculations. Also, it has been shown that
there is some error involved in the use of either and that
simplifying approximations may be permissible.

In calculations where the overflow route has full
availability the ER model is fairly easy to use, and lends
itself to a recursive, circuit by circuit, calculation
using the formula.

U(x) = A (c+x)/(U(x~1)+x+c) D Ok O ¢ D)
Starting with
U(e) = M

Where:- M is the mean of the traffic offered to the

common reute,

A,c are the ER parameters of this traffic
U(x) is the traffic lost from a common route
of x circuits.

The most time consuming process in using the ER model is
in determining the ER parameters, which cannot be
obtained explicitly from M & V. The A,P.O. adopts an
iterative process, starting with the following approx-
imation by Rapp (Ref.4).

A = V+3(V/M) (V/M-1)

cexaaae )(2)
c = A/(1-1/(MV/M)-M-1) :
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It now appears that sufficient accuracy can be obtained
by using these approximations directly in equations (1).
This is not the same as using an ER model since equation
(1) assumes that M is a particular function of A & c, and
this relationship does not hold for the approximations.
Nevertheless, the procedure gives exact values for the
traffic lost from a single circuit, and quite small
errors for any number of circuits.

This is a very simple process for computation, and faster
than any possible method based on the I.P.P. model. The
only more economical method would be one based on curve
fitting, such as that described by Berry (Ref.5). 1In

the past such methods have tended to be regarded as less
accurate than the ER model, but on the evidence here
presented this may not be so.

In cases where the overflow route has internal blocking
the ER model is less satisfactory and a variety of
procedures is used, most of them based initially on the
ER model. These are all either considerably slower than
the full availability ER model, or use approximations
whose effect is rather difficult to evaluate.

In these situations the I.P.P. model is comparatively
easy to use, and considerably faster than the current
A.P.0. method. Appendix I gives the derivation of the
necessary traffic formulae for a generalised route with
internal blocking. One practical difficulty is that the
I.P.P. model has three parameters, and the usual
representation of overflow traffic provides only the mean
and variance, so that it is necessary to devise a role
for setting the third parameter. Details of one possible
process are given in appendix 2.

7. EFFECTS OF HIGHER MOMENTS

Attempts were made to develop models which made use of the
higher moments to increase the accuracy. Although these
were inconclusive they led to some interesting results.

One obvious line of investigation was to fit the I.P.P.
model to the first three moments of an overflow
distribution., Paradoxically this invariably gave less
accurate approximation than an I.P.P. fitting the moments
of the ER model. One such curve is shown in figure 4,
(curve "C") and it can be seen that it diverges in the
wrong direction. Note also that the traffic carried by
the first circuit is unchanged. This, in fact is a
particular case of a relationship which was found to
apply to the moments of the traffic offered and lost
from full availability routes offered Poisson, or
interrupted Poisson traffic. This relationship is

1 - I + 1
F(x,c) F(x,c-1) F(x+l,c-1)

where F(x,c) is the xth factorial moment of the traffic
overflowing from ¢ circuits.

Setting x=1, c=1 gives F(1,1) = 1/(1/F(1,0)+1/F(2,0))
showing that, for these types of traffic, the overflow
from one circuit is dependent only on the first two
moments of the offered traffic. Clearly, it if applies
to poisson and interrupted poisson traffic it also
applies to the overflow of these types of traffic from a
full availability route.

(The relationship can be demonstrated for poisson traffic
by algebraic manipulatjon of the results of Riordan (Ref.6)
and for interrupted poisson the factorial moments can be
derived by a similar process.)

It is manifest that for the combined overflows of cases 2
to 6 the same relationship does not apply, and that there-
fore both the I.P.P. and the ER model differ from actual
overflow traffic in a fundamental manner. Therefore, any
more accurate model must be of a different type. A
characteristic of the ER and the I.P.P. models is that
they switch between states for which the birth co-efficients
are zero, and a state for which the birth co-efficient is
a constant value. In contrast to this, the combination of
several overflows can offer traffic to the combined route
at various intensities, depending on the sources which at
that instant have all circuits busy and are therefore,
offering traffic. Any more elaborate model will probably
need to include this feature. Such models were
investigated by Palm (Ref.7) and others, but led to
extremely difficult calculations.
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Cases B & C in Table 3 illustrate the range of models
which can generate traffic of the same moments. They are
the two negative binomial models designated 3.4.1 and
4,4,1 in Wallstronis paper (Ref. 8). The second model, in
which the arrival rate is a function of the calls carried
on the route to which it is offered is usually regarded as
an artificial approximation. However, it is identical

to an I.P.P, model in which 2 »+ «, and therefore is no
less artificial than the negative binomial itself.

8. CONCLUSIONS.
This investigation has -

(1) given a clearer indication of the nature of the
errors in the use of the ER model.

(2) shown that an I.P.P. model fitting the first
three moments of the ER model is equally accurate
and more easily used in some cases.

(3) shown that greater accuracy, at far greater cost,
is possible by using I.P.P. models to replace each
of the components of the overflow traffic.

ACKNOWLEDGEMENT .

The author wishes to acknowledge the assistance of
Mr. J. Sewell who collaborated in earlier work on the
interrupted poisson process from which this paper was
developed. In particular he derived algorithms for
calculating the moments of the overflow, when I.P.P.
traffic is offered to a route with blocking.

Appendix 1 is based largely on this work.

REFERENCES

(1) WILKINSON, R.I. Theories for toll traffic engineering
in the U.S.A. B.S.T.J. Vol 35, p 421, March 1956.

(2) KUCZURA, A. The interrupted poisson process as an
overflow process. B.S.T.J. Vol 52 pp 437-438,

March 1973.

(3) KIBBLE, W.F. The determination of telephone traffic
blocking in groups of trunk circuits. G.E.C.-A.E.I.
Telecommunications No.37, ppll-22, 1968.

(4) RAPP, Y. Planning of junction networks in a multi-
exchange area. Ericsson Tecnics 1/1964 and 2/1965.

(5) BERRY, L.T.M. An explicit formula for dimensioning
links offered overflow traffic. Australian
Telecommunication Research Vol 8, No.l, ppl3-17,
1974.

(6) RIORDAN, J. Derivation of moments of overflow traffic.
Appendix to Ref (1).

(7) PALM, C. Intensititsschwankungen im Fernsprechverkehr.
Ericsson Tecnics, 1943:44 pp3-189.

(8) WALLSTROM, B. Congestion studies in telephone
systems with overflow facilities. Ericsson Tecnics
3/1966.

AT.R. Vol 1l No. I, 1977

Traffic Models

101



Accuracy  of Overflonw Traffic Models

APPENDIX 1

INTERRUPTED POIS30ON TRAFFIC CALCULATIONS

The interrupted poisson model has two states as shown in
figure 5. In state 1, 1t is a source of poisson traffic
of intensity 1, while in state O no traffic is generated.
The transition probabilities from state 0 to State 1 is
w/rdt, and from state 1 to state 0 is g/rdt where r is
the average holding time.

The traffic problem is to compute the lost traffic and
grade of service when such traffic is offered to a route,
Assume a generalised route of ¢ circuits with blocking
factors W(n) where W(n) is the probability that no outlet
1s accessible when n circuits are occupied. W(c) of
course 1s 1.

When interrupted poisson traffic is offered to this route,
there are 2C+2 states and the transition probabilities
are shown, normalised in the state diagram in figure 6.

v Lo LW o2l iWe)
B el O s e —
e éﬁ‘*_M%C““O
|
RE wl s it lls w }g
G s Gee O
==l g e

FIGURE 6

For a route of 3 circuits the coefficients of the state
equation are:-

oo Po1 P10 Pl P P Py Py

w -g -1 =0

-w g+L(1-Wo) 0 -1 =0

wil oo -2 =0

-2 (1-Wo) -w g+l+ 0 2 =0
2(1-W1)

w2 g -3 =0

—2(1-W1) —~w  gtot 0 -3=0

2 (1-w2)
wh3  ~g =0

-2(1-W2) -~w gt+3 =0

Any seven of these together with the normalising equation
form a set from which the state probabilities can be
obtained. The best procedure is to delete the eighth
equation and simplify the set by replacing the second,
fourth and sixth by the sum of the first two, the first
four and the first six respectively, This gives the
following equations.

Poo  For Fio By P20 P21 B Tal
w -g -1 =0
£(1-W0) -1 = =0
wl g -2 =0
2 (1-W1) -2 -2 =0
wt2 -8 -2 =0
g(1w2) -3 -3 =0
wt3 -g =0
1 1 T 1 1 1 1 1 =L

From the first seven equations it is possible to express
all the state probabilities as multiples of P3 , or in

the general case of c circuits, as multiples of
P didel. 3=
c,l
B = A *p
n,m n,m Crtls

The multiples are given by:-

Ac,1 ="
AC’O = g/ (wtc)
An,l = (n+l)(An+3l,o + An+l,0)/(g(l—wn)
An,O = ((n+l) (An+l,0)+gAn,l)/(m)
Let s = r° st Ao
n=0 m=0 ’

then P =A /S
n,m

and the lost traffic is given by :-

U= WP o +W + WP

0,1 11,1 2 2,1+ R Pc )

et

and the grade of service by :+
B = U/Offered Traffic

= QR A BHGRL 2 Bk pIGete) e

The above expressions are easily programmed on a computer,
and the processing time is two or three times as long as
for poisson traffic offered to a similar rcute.

For full availability the W_ are all equal to zero except
for WC=1 and the one sub-rButine can be used for both

cases. It 1s also possible in the full availability case
to develop an explicit formula which is useful for further
investigations but less economical to compute.

A difficulty with the I.P.P. model is that it has three
parameters and therefore requires three conditions to be
specified. Two of these are that the model should match
the first two moments of the actual distribution but
matching the third moment also is undesriable since this
makes the model less accurate than the ER .model.

Ref(2) gives a method which makes the first three moments
match those of the corresponding ER lmodel, but this is a
rather complicated procedure. It also gives another method
in which % is specified by an empirical formula and the
remaining parameters used to match the first two moments.

A rather batter formula than that given in ref(2) is:-

L = V+2(V/M) (V/M-1)
from which
v=gtw= (V/M-1)/(2-M+1-V/M)

w= vM/ %
g=v—w
L
wiig
¢}
FIGURE 5 I.P.P. MODEL
APPENDIX 2

NOTES ON NUMERICAL METHODS

This appendix lists formulae and procedures which were
used in the development of this paper. None are original,
except for some algebraic manipulations to make them more
convenient to implement on a computer.

MOMENTS OF OVERFLOW TRAFFIC

Second and higher moments are most conveniently calculated
as factorial moments, and converted to other forms if
desired. The formulae given by Riordan & Kosten can be
shown to be equivalent to the following recursion.

1 ~ ey ( 1 1 N+ x 3
FOAL) ~ x CAF(x-1) ~ F(x) T AF(x)

for the overflow traffic arising fromA erlangs offered to
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N trunks and Fx is the xth factorial moment.

Note that for x = 1.

11 1 .

F, aF, F, AF,
B AFL

or F2 = ¥ ANt

which is in the form given by Riordon.

FACTORTAL MOMENTS OF A COMBINED DISTRIBUTION

The factorial moments of the sum of two distributions can
be calculated by converting to cumulants, adding, and
converting back. However the arithmetic is extremely
messy except for the first two or three moments.

The factorial moments can be used directly in the
following equation.

Fn,atb = Fn,a+n(Fn-1,a),(Fl,b) + n(n-1) (Fn-2,2) (F2,b)+ -

= =" = +Fnb 2

where Fn, a + b is the nth factorial moment of the sum
of two distributions 'a' & 'b'

Fna is the nth factorial moment of
distribution 'a'
Fnb is the nth factorial moment of

distribution 'b’'.

Discussion

A. KUCZURA, U.S.A. : In your Figure 3, T1.P.P. Accurate
Model, it seems to me that you could obtain by this method
the blocking seen by the individual streams. Have you
done 507 14 you have, what nesults, with respect fo
accurnacy, can you quote.

BIOGRAPHY
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A.H. FREEMAN, Australia : This {5 comrect, and indeed it
45 necessary to caleulate the Lost tnagfic of the
Andividual stneams and add them to obtain Zofal Losses.
These have been compared with 2§ of the exact nesults

of Kibble (Ref. 3). Fon the 56 individual stneams the
ratios (6.0.8. 1.P.P./GOSEXACT) had a mean value of .995
and standand deviation .0172.

E. JENSEN, Spain : It is hknown that assuming a batch-
potsson arnival process with geometrically distributed
batch d4zes o an infinite §ull availability ghoup, +the
guuma/yégé Amb’ om);ye State distriibution «n the group will
e negative binomiak, provided that holding times ar £
exp, distributed. g e

Now, considering that the neg. binomiat distribution is a
Dwo-moment §Lt 2o the exact stationary State distrnibution
An an infinite overflow group, 4if the traffic of fered to
the prumary ghoup 4s poisson, one might be Led to the
possibility of substituting the physical overflow arrnival
process by a batch-poisson process with a suitable batch
d4ze distrnibution. My question then 4is whethen you have
made any approach in this direction.

A.H. FREEMAN, Australia : No attempts have been made to
use the above model. An initial examination suggests
that it would involve rathern complex calewlating
procedunes.

K. WILSON, Australia : In your paper you've considered
mainly cases where means and variances are the same. fon
each stream,

I've noticed in my work that there are s4gnificant
differences between this case and the case where the
means are different and in fact the furthen the means
depart §rom the equal case the greater the difference
Ain behaviour. Have you done further work on non equal
cases and what were your findings.

A.H. FREEMAN, Australia : In Figure 4, cases 2, 4, 5 and
6 ane mixtures of tragfic of the same mean to variance
natio and suggest that the main facton in these cases is
the number of sources, whether or not they are equal.
Case 3 Ls the only one with a mixture of sowrces of
different variance to mean ratio and, as you point out,
the behaviowr is markedly difgenent.

A.H. FREEMAN, who is a member of the Institution of Engineers, Australia, joined
the A.P.O. in 1938 as a cadet draftsman in Sydney and was promoted to engineer
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which produced the "Community Telephone Plan 1960". During this period he was
in charge of the "COMET" project which was the first application of electronic
computers to Telephone network design in Australia. He was chosen as an APO
representative at the fourth "International Teletraffic Congress
1964 where he presented a paper on the results of this Study.
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From 1966 to 1972 he was Supervising Engineer, Trunk Service and Telegraphs,
responsible for oversight of equipment maintenance in country areas of

New South Wales and for installation and maintenance of Telegraph and Data
facilities. Since 1972 he has been a Supervising Engineer in the Planning and
Programming Branch, N.S.W.
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Correlation Induced in Traffic Overflowing from a

Common Link

K. G. WILSON

South Australia Institute of Technology, Adelaide, Australia

ABSTRACT

Certain links in alternative routing networks are offered
independent streams of traffic from two or more sources.
Previously, the behaviour of this traffic has been
predicted using simulation or the equivalent random
method, An analytic model for this case has been
developed and can be used as a tool in investigating
traffic behaviour in alternative routing networks in
general.

This paper considers the moments of the traffic over-
flowing from the shared link and in particular the
covariance., The covariance is often assumed to be zero,
e.g. in simulation or else bypassed as in the equivalent
random method which considers the offered traffic as if
it were only one stream,

An iterative solution to the problem is given and an
analytic solution to a special case, in which the
offered traffic is random, is derived,

1. INTRODUCTION

In early practical models of telephone networks the
traffic was described by its mean alone., More recently
both mean and variance have been considered. A commonly
made assumption has been that streams offered to a common
link are independent, and hence the variance of the
offered traffic is simply the sum of the variances of the
separate streams, However, whenever the offered streams
are overflows from routes sharing a common link the
assumption is no longer valid,.

In order to investigate the correlation between such
streams the following simple network was considered
(fig.1).

The network has one origin exchange "0", two destination
exchanges "D1" and "D2" and two tandem exchanges X;, Y;.

The routes the traffic may take are described below.

0-D pair lst 2nd 3rd
1 (0 & D1) 1 3,5 4,5
2 (0 & D2) 2 3,6 4,6

Table 1, Alternative Routes

Two independent streams of traffic originated at "0"; one
consisting of calls intended for D1, the other for D2.
These streams have Poisson distributions with means a; and
a; respectively,

The 1st choice (direct) routes have d;, d, junctions
respectively and link 3, the common link on the second
choice routes has c¢ junctions.

It 1s assumed that links 5 and 6 have enough junctions to
carry all traffic offered to them and hence any congestion
will occur on links 3 and 4, It is assumed that there are
enough junctions between the tandem exchanges X3 and ¥,

to carry any calls offered to that link.
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The traffic overflowing from 3, in particular the means,
variances and covariance of this traffic, is of interest
and from these moments the traffic actually carried on
link 3 can also be obtained.

._54___

o

Figure 1. The Network
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Figure 2. System Configuration

Where il
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number of busy servers
total number of servers,

2., MATHEMATICAL MODEL

The development of this model is an adaption of the
approach used by Neal [11].

The network can be considered as a system of servers, each
junction in a link belng one server, Since the traffic
overflowing from 3 is important, the last "blocks" of
servers are infinite and there is no loss from the system,

Calls arrive at the direct link servers independently with
Poisson distributions, means aj), a; respectively, The
mean of the total number of arrivals is a = a; + az.
Service times throughout the system have independent
negative exponential distributions with unit mean.

Service times correspond to the holding time of a call,

It is assumed that the system has reached equilibrium,
Then the state probability density function is

f(ni,nz,m,£;,4,) = P(Ny=n),Np=np ,M=m,Ly=£;,L=£;) (1)

and =0 outside the range O<n <d,, Osmsc, 4 20,
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The state equations for f have the following form.

For Osn <d -1, G<msc, KiZO
(atnytnytmtdy+£,) £(ny 0z ym, £y, £5)

a;f(nl-l s12 ,m,Kl ,1’_2)

azf(ny,ny~1,m,£1,4£;)

(n1+1) £(n1+1,n2 ,m,41,£5)

(na+1) f(ny,no+1,m,L1,4£;)

(1) f(n, ,Ag ol s’zl "EZ)*

(£1+l)f(n1 ,N2 ,m,[ﬁ-l ,[2)

(La+1) £(ny,np,m, Ly, £2+1) 2)

+ 4+

*this term is zero when m=c

There are 6 other equations corresponding to the boundary
conditions,

This infinite set of equations can be simplified by
introducing a two dimensional binomial moment generating
function B.

® k
L fny,nz,mky,ky) (14xy) 1
0 k2=0

B(ni,nz,m3x1,%p) = 1
= k
! (I+x2)° (3)

for Osn_<d , O<m<c, -1<x,20
i i 5

= (f 3:0 Bﬂ 2 (nl,nz,m)xlzlxzzz (4)
£l=o £2=0 1,42

_ [ 0 k—l kz
where le,zz(nl,nz,m) = E . ££ (ﬂl)(zz)f(HI,UZ,m,klgkz)

=Ly k=L, (5)

are the binomial moments.

Define
dy d2 .
B(zl.zz) = nlEO n§=0 §=0 le,zz(nl,nz,m) (6)
= E[(Zl)( @)
In particular B(l 0 = E(L;) (8)
B(O - E(L2) 9
B(l 1 E(L1,L2) (10)
s

By oy = E@I-L) 1)
Blg.gy = 'B(L3-12) (12)

Hence means, variances and covariances of L;, L, can be
calculated from these moments,

A system of equations in the binomial moments can be
derive% from the state equations by multiplying by
(1x1) T (14x0) € 2, summing over ﬂl,ﬂz and equating like
powers of x; and X2.

The following abbreviations are used

B ERINE levﬂz(nl,nz,m)
B(x,,) = Btl’zz(x,nz,m)
B(,y,) = Btl zz(nl,y,m) etc.
B (,,,) =B

For Osn,<d -1, Osmsc
el

s
ny,Nz,m etc.
x,lz( 1,02,m)

(atn+ny+mtL4+4,)B(,,,) = a;B{n;-1,,) + a,B(,n,-1,)
+ (m+1)B(ny1+1,,)+(n2+1)B(,nz+1,)
+ (m+1)B(,,mtl) (13)

For Osn;<d;-1, O<m<c-1, n; = d;

(atntno+m+l 1 +4,)B(,,,) = a;B(n1-1,,)+a,B(,n,-1,)
+ a1B(,,m-1)+{(n,+1)B{,nz+1,)
+ (m+1)B(,,mtl) 14)

For O<n;<d;-1, O0<ms<c-1, np = d;
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(am+n2mll+£2)B(|)») = aJB(nl-lyp) i 523(9“2"1)>
+ (n_1+l)B(n_1+1,,) + azB(,,m-l)

(m+1)B(, ,m+l) (15)
For 0<nz<d;-1, n3=d;, m=c

(atma+nz+mtla+£2)B(,,,) = aiB(n1~1,,) + a;B(,nz-1,)
+ aJB(,,m—l) + (n2+1)B(,n2+1,)
+

alB(’n) a alB£1-1'<“') (16)
For 0<ny<di-1, nz=d;, m=c
(atmytnotrtly+£42)B(,,,) = a1B(n-1,,) + a2B(,n,-1,)
(n1+1)B(na+1,,) + a2B(,,m-1)
a;B(,,,) + 823.22_1(,..) an

+ +

For O<msc-1, ni=di

(atn +nz+m+l +£,)B(,,,) a18(n;-1,,) + a;B(,n,-1,)

+ a B(,,m-1)
+ (m+l)B(,,m+l) (18)
For n_=d,, m=c
bl
(a+n1+n2+m+£_\+[2)}3(,,,) = aJB(nl_l’,) + a-ZB(|I12_1l)
+ a B(,,m-1) + a B(,,,)
+alB£_ ) + axB, (:s’)
1=l £2~17"" 10,
Let le,zz(nl,nz,m) = 0 outside range OSnisdi, Osm<c
Summing (13) - (19) over the respective ranges gives
(£J+£2)B(£l’£2) = a%‘ZE le—l 2, (dZ,nZ;C) +
d;
+a; I Bﬂl,ﬂz-l(nl’dz’c) (20)

n1=0

Using (20) all the moments in (8) -~ (12) can be calculated
if B£ 2 (ny,nz,m) is known for all (n;,n;,m) and for
1,42

(L1,£2) = (0,0), (0,1) and (1,0).

Equations (13) - (19) can be written as a single matrix
equation

Mb =g th (21)
where BEJ,Zz(nl’nz’m) will be the r  element of b for

= (n3+1) + ny(d;+1) + m(d;+1) (da+1).
M is square, size (di+1)(da+1)(c+l).

(21) can be rewritten

(1-8)b = £ (22)
or
b= Ab + £, (23)

Equation (23) can be solved using Gauss-Siedel iteration
with successive over relaxation.

The matrix A is highly structured and in fact has at most
7 non zero elements per row, in 7 diagonal bands. A
program was written to solve this equation and hence
calculate the overflow moments,

Note that when £;={,=0 the matrix M is singular, ((20)
reduces to 0=0), Since B (ni,nz,m) = P(N;=n;,N;=nz,
M=m), the last row of M 1s’ replaced by a row of 'ones'
and the last element of g by a 'one', to give the matrix

M full rank.

3. A SPECIAL CASE - NO DIRECT JUNCTIONS

When there are no direct junctioms n
reduce to -

;=d,=0 and (13) - (19)

For Osmsc~l1, 1120
(atmtly44,)B

23,6, ™ 7 2 Bpy g, (D) ¥ DBy, g, (D)

(24)
(C+£J+L2)B£J zz(c) = a le £2(c—l)

+ 3lB£l_1l£2 (e) + BZle ,lz—l(c) (25)
define B-B(t)— Z Bl ,2, ¥m) ™, (26)

(24), (25) »
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(a(1-t)+£)p=(1-£)SE @n

T vy = mp (1-mp + z-_—a-f-_;—:_—l-) (53)
where £=£,+£, g
at cov = B - B B
e (1,1 (1,0)7(0,1)
B(E) =K == (28) I ,
Q-t) .
Following Riordan [2], define u,(m) by =m (-m + c—a+mt+l) (54)
at
020002_(111) = —e""'j (29) since mya; = mpa; the following expressions are equivalent
o~ (1-t)
cov = mi(me + ooty
(26), (28) and (29) - t
le’zz(m) = K 0£(m> (30) my (-m; + C—a+mt+l) (55)
= =B 0 31
and K =B(0) =3, , (0 (D L u
=ty (-me + T T
Hence (25) can be written t
- o + Yy (-my + —:——al———-—) (56)
(C+[')BZ1 ’LZ(O)Oﬂ(c) = a le’ﬂz(o)dz(c 1) c a+mt+l
+ g, ,{c)(a1B (0)+a2B (0)) (32) (56) being a symmetric expression for the covariance.
2~1 2,-1,4, £y,82-1
This analysis confirms the assumption that when 2 random
- =) = 33
put (c+1,)0£(c) acz(c L ZU[—‘H (33) streams are offered to a single link, the overflow mean

is proportional to the offered mean, Further, it gilves

i 2 . d b
Hgem ierordieg) B2l (POl e St exact formulas for variance and covariance.

1 G!L—l(c)
= =(a1B 0)+azB 0) )= 34
Bll,l’.z () z("‘l 17—1"1,1—2( Yaz 21 ,32-1( ))U£2+1(C) &0 The formulas generalise to the case of r independent
random streams offered to a single link, as follows,
c
now LB _(m) =1 (35) 3 &
=0°0,0 = a =
m=0 0, for a iE.‘l i’ ™ 121 m
c
= B 0)o =3B 0)oi (e (36)
> 1 mEO 0’0( Yoo (m) 0,0( Yoy (e) mi _ aiEc(a> (57)
.f. Riordan [2] a
S vy = m (em + i) (58)
~ By o0 = 1/01(c) 37 = SR e
’ N
= = T S
since By _ (m) = B_l’o(m) =0 COVey T Vi1 m ™y c—a+‘mt+l) (59
’
and g—"—% = E_(a) (the Erlang loss formula) (38) Finally, the structure of the formulas for m, and v, are
e very similar to those for the total mean and variance
D) 1 1 (corresponds to the case where a single random stream,
0: ORI AO ] (say) (39) mean a, is offered to a single link).
c
m = aE_ (a) (60)
(34), (30) and (31) give 3
v, = m (l-m_+ ————0) (61)
- gole) , 40 t t t  c-atm +1
Bl,O(m) alBO’O(O) =) 01 (m) (40) t
hence B, (c) = aj 22 o), |gl(s (41) 4. RESULTS
1,0 m T2 c) °
alEc(a) The model has 5 parameters, viz. ai, az, d1, d2 and ¢
= (42) and an investigation of the effects of varying all of
aE (a) these, requires a large amount of data. This data will
and B (&) e c (43) then be used to find an approximate formula for the
0,1 D overflow moments. The special case gives exact limits
with which the approximations must conform.
Now (8) - (12) can be evaluated using (20)
From the data collected at this stage, the following
B = a;B, _(c) = a;E _(a) (44) trends have been noted, with consideration given to v_,
(1,0) 0,0 c t
5 » - (c) = asE (a) (45) the variance of the combined overflow streams, and R,
(0,1) 0,0 c the relative error in assuming independence,
=1 =
B(l,l) 6(6130’1(‘3) of azBl,O(C)) ) - v = (vitve)
ar1a2E_(a) ViE. v
c t
= (46)
4 zEc(a) 2co
= = af—— 4 EEE A A
(2,0 T 8181,0'®) 7 417p S v
E (a) .
2B = a3B &) = a% C (48) (R is a measure of the proportion of the total variance
(0,2) 0,1 D contributed by the covariance,)
and hence the overflow moments are If the number of junctions on the common link is increased,
T =R ENGE) (49) and all else is fixed, then Ve decreases but R increases.
C!
= asE 50
:z - aé ‘(:;:)i) (total mean) ESI; If the variance of one stream offered to the common link
o S _ Rm2 increases, its mean and all other parameters being fixed
vi 2B + B B g ’
(2,0) (1,0) 1,0) then v, increases and R remains fairly constant,
a
= m(l-my + ———77) (52) If both the mean and variance of one stream increase, their
c—atm _+1 »
t ratio and other parameters being constant, then v_ increases

but R decreases. t
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These cases seem to confirm the intuitive suspicion that
the correlation in the overflow is related to the amount
that the two streams are mixed, that is, the greater the
ratio of carried traffic to offered traffic on the common
link the greater the contribution made by the covariance
to the total variance. In general, once the carried to
offered ratio was greater than 1/3, R was more than 10%,
being as much as 287 in some cases.

Attempts to solve the more general case analytically have
so far been unsuccessful, However, it may be noted that
Neal [1] did not obtain an analytic solution to his model,
although he reduced the size of his problem by analytic
methods. The solution of the reduced problem was still
obtained numerically,

5, CONCLUSION

The model presented here is a tool to be used in under-—
standing the behaviour of traffic streams sharing a
common link in an alternative routing network. It can
be used to generate a large amount of data, to enable
empirical formulas for the overflow moments to be
calculated and indeed may yet be solved analytically, as
it has been for the special case.

Results obtained from numerical solution of the problem
indicate that correlation is significant and hence the
covariance must be taken into consideration in this type
of network,
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Discussion

J.P. FARR, Australia : In Sectlon ! you sitate that Zandem
exchanges X1 and Y1 are wsually situated Ln the same
building and it is assumed that there are an "infinite”
number of junctions between them. Thete {8 no reason why
X1 and Y1 have to be in the same building and 1 am aware
of netwonrks in which this is the case. The number of
functions between X1 and Y1 may be dimensioned for a
§ixed grhade of service thus neducing the amount of tragéic
caied. To what extent does this requinre your hesults

2o be modified.

K.G. WILSON, Australia :

({) The model may be considered as a Link system in
which thaffic {is carried on a Link if there i a
free junction Jwespective of its ability to be
cadied on succeeding Link.

(44) Funthen T neally conmsider traffic offered to this
3nd chodice noute and not the traffic carnied on it.
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A. KUCZURA, U.S.A. : In so0fving your special case, in
which the offered traffic is nrandom, you observed that the
overflow mean is proportional Zo the offered mean. I
wonder 4f you had examined this relationship §or your
general case.

K.G. WILSON, Australia : Nof directly. 1 am at present
attempting to obtain an approximate fornmula for the
proportion of traffic carnied from each stream. This will
allow the overflow means to be caleulated,

R. SCHEHRER, Germany : In youn paper it 48 sitated that the
covarniance must be taken into consideration” in a certain
type of network. Now the question : Does any method
exist which tahes the covaniance into account or what sont
of method would the author suggest for this purpose.

K.G. WILSON, Australia : Looking at the properties of
separate streams offered to a common Livk seems one more
step in the understanding of teletraffic. When this
approach 45 used, covariance 44 one of the moments of
Aintenes the othens being the mean and variance of the
separate overflow streams and the mean trhaffic from each
strneam which £ actually cornried. 1 know of no models
which use covariance, phrobably because there L5 no simple
method 0§ caleulating it at present.

Dr. Hawnis, Aust. Telecom is Looking at a model in which
he uses the variances of the separate overflow strheams.

Dn. ORsson obtained an approximation for the hatio of the
means of the overflow traffic. Prof. Wallstrom is also
Looking at this problem. Dn., Berny, Aust. wishes to know
natio of carnied traffic to help understand chain §Lows
on a Netwonk.
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ABSTRACT

This paper studies prediction of the performance of com-
puter controlled store and forward message switching
systems, and hence the traffic levels and CPU utilisa-
tions which the systems can handle. The study is carried
by both analytical and simulation methods, and the
analytical results are found to be less accurate. The
simulation is also used to study the dependence of res-
ponse time on throughput.

1. INTRODUCTION

A computer controlled store and forward message switching
system receives messages from its input terminals and
stores them until they can be transmitted to the output
terminals. Messages are received character by character
and until a special character signifying the end of a
message is received the transmission of the message to
its destination terminal is delayed. The transmission

is further delayed if the recipient terminal is unable

to receive the message for any reason such as being busy
in receiving another message.

The delay between the receipt of the end of message char-
acter and the transmission of the first character of the
message to the destination terminal is termed Cross-—
Office Delay (COD). One of the prime objectives of system
design and dimensioning is that the COD's of 90 or 95% of
all npessages fall within some specified upper limit.

This requirement imposes restrictions on the traffic (i.e.
messages per second handling capacity of the
system.

The capacity of a computer controlled system may be simply
described as the maximum percentage utilisation of the
central processing unit (CPU) at which the performance of
the system is acceptable., The performance is character-
ised by parameters such as COD's, number of polls (i.e.
invitations to input message) per terminal per second,
main store buffers utilisation, etc.

In order to plan ahead and forecast traffic growth
capabilities it is necessary to estimate the capacity of
the system.

Several techniques have been developed to estimate the
capacity of a computer controlled system. These can be
broadly categorised into three classes, namely analytical,
simulation and measurement methods. In the last, the CPU
utilisation, COD's and other parameters are measured on
the actual system at various traffic levels. The traffic
is either actually generated from the suitable number of
terminals or simulated through some software means. A
working system (i.e. fully implemented) is premature for
these techniques which cannot be used during the
system design phase.

On the other hand, analytical methods based largely on
queuing theory can be used during the design of the sys-
tem. However, because of assumptions needed to produce
models amenable to analysis, the accuracy of the results
falls short of that of the measurement methods. In a real
system both methods are used depending upon various stages
in the system implementation.

Commonly used analytical methods to predict performance

of computer controlled stored and forward message switch-
ing systems such as Australian Post Office's Common User
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Data Network (CUDN) are discussed. Data relevant to this
study were observed and provided by Telecom Australia;
these are presented in Table 1 and Table 2. Accuracy of
the results is compared with those of simulation.

The model used in both the analytical and simulation
methods represents the essentials of a computer con-
trolled store and forward system as described below.

2. MODEL OF SWITCHING SYSTEMS

To study the behaviour of a switching centre (node), and
hence of the network, the node may be modelled as a black
box which has several incoming lines over which messages
are received. These messages are either being served or
waiting to be served. After completing the servicing of
these messages, the node sends them on the outgoing lines.

The model to describe the way in which switching systems
resolve conflicting requests for attention of the CPU is
shown in Figure 1.

This model consists of a single resource (CPU) and a
system of queues which holds those messages awaiting
service. 1In addition, there exists a scheduling algor-
ithm, which is a set of decision rules determining which
message will next be serviced. Thus a newly entering
request is placed in the system of queues, and, when the
scheduling algorithm permits, is given a turn in the pro-
cessing facility.

The scheduling algorithm is presented in Figure 2.

The service facility (CPU) contains N physical programs.
Depending on the type of a message, several programs may
be required to process it. After the execution of one pro-
gram is completed, the message is passed to the next pro-
gram and so on until the message is fully processed and
ready to be sent out.

We allocate to the programs required for the servicing of
high priority messages appropriate priority numbers, so
that the priority need be associated only with the pro-
gram numbers. The switching centre may now be represen-
ted by Table 3.

In Table 3, programs process a message in the order of
program numbers. The priority of execution of a program
is always in the order of the program numbers. A physical
program is defined as the one which is required to perform
a specific function e.g. one program is responsible for
message routings. If the same physical program is re-
quired to serve different messages of several priorities
it 1is assignedcorresponding program numbers. Hence
several program numbers may correspond to one physical
program and the service facility (CPU) consists of num-
bered programs (P), Py, ., Pp) where the subscripts
indicate the priority of these numbered programs, the
smaller the subscript the higher the priority of the
numbered program,

Since the CPU can execute only one program at a time
these programs compete amongst each other to take control
of the CPU. The model now may be considered as a single
server (CPU), which has several input queues which in
turn generate requests for the server. The messages con-
tinue to be fed back to the CPU until their processing is
completed, i.e. the execution of an end program in a
series is completed. A message is then to be sent out.
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If a message requiring processing from a higher priority
program arrives during the execution of a program then
the lower priority program currently being executed by
the CPU is suspended and the CPU 1is allocated to the
higher priority program to commence its processing. On
the completion of this processing the CPU is returned to
the suspended program whose processing is resumed from
the point it was suspended. This method of operation is
known as Pre-emptiveResume Priority discipline.

3. ASSUMPTIONS

In order to make the model as close as possible to the
real world while permitting queuing theory to be used to
analyse the traffic capacity, the following assumptions
are made:

(1) The service discipline is assumed to be pre-emptive
resume priority in which a program of higher priority

has immediate precedence over one of lower priority,
including the interruption of the program in service. The
interrupted program regains the,service where it left off
only after no higher priority programs remain in the
system.

(2) The term "service distribution" will be used to
denote the distribution of time occupied by a program in
servicing a message. In order to permit a compromise
between the two convenient extreme service distributions,
exponential and constant distribution, we assume the pro-
cessing time of each program follows an Erlang-m dis-
tribution [l].

Measured values of average processing times were provided
by Telecom Australia [2], and are shown in Table 1.

(3) The terminals and adjacent switching centre generate
incoming messages such that the time intervals between

the two consecutive messages of the same priority are ex~
ponentially distributed with parameters Ak’ ko= 2010

With the numbers of terminals in practical situations,
the assumption that the overall message generation is a
poisson process for each message class is often justified.

3.4 Figure 3 shows the system to be investigated
analytically. The incoming messages which demand a ser-
vice are classified into n parallel queues according to
their priorities Ai.All queues are assumed to be unlimited
i.e. every incoming message will be stored and processed.
This assumption is almost always fulfilled, especially in
the systems with dynamic core allocation. All messages
are served according to pre-emptive priority discipline
and first in first out is assumed within each priority
class.

3.5 The time to handle an interrupt is neglected. This
assumption is reasonable because large system computers
have multiple register sets and hardware for interrupt
handling.

4, MATHEMATICAL ANALYSIS
Based on the above assumptions, the queuing time (time

spent in the system waiting and being processed) is ob-
tained for programs of the jth priority class from [3]:

SRV
where:
Uj = Alhll + Az bl2 e + ijlj’ (2)
with u, = 03

Aj = arrival rate for programs of the ith class; bli’
b2j are the mean and second moment of service time in
the j-th priority class. The moments of the Erlang dis-
tribution are given in general [2] as:
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T n
B . B (n+m—l)! js i
bnj (Exlang - m service) = DT = i

Tis 1s the average service time of the j-th priority
class,

The cross office delay (COD) of a message of class A is
the total time taken to process all the associated pro-
grams, i.e.:

TA=j§A TAj . (3)

Where Tpjisqueuing time of j-th priority program which
belongs to the above mentioned set, as found from (1).

With the Erlang - 10 (m = 10) service time distribution
whose average processing times are in Table 1 and the
message arrival rates as in Table 2, analytical results
obtained from (3) are as shown in Figures 6, 7, 8, 9 and
10.

&, VALIDATION CHECKS

To be valid a model should satisfy the following require-
ments:

(1) Events should occur in the correct sequence. The
simulation program provides checking of this sequence,
e.g. for each message a print out is available of the
time at which each event (i.e. each service commencement)
occurs.

(2) The statistics corresponding to the queues of
traffic and servicing collected during the simulation
must reflect the known input statistics i.e. the average
inter-arrival times of messages must match with the
inter-arrival time generated during a simulation. The
same condition must apply for service times etc.

(3) The simulation results should match the known
measurable results such as CPU utilisation, and cross
office delay time.

6. RESULTS AND INTERPRETATION

A misinterpretation of collected data and consequently a
misunderstanding of the system could arise through:

6.1 INITIAL CONDITIONS

To eliminate the transient effect of initial conditions,
one selects a deletion time and deletes data obtained
prior to this time. A suitable deletion time is found
by making several pilot runs and collecting data at
relatively short intervals. Then one plots these sample
records against time to determine a reasonable deletion
time [4] .

6.2 STATISTICAL FLUCTUATIONS

In all simulations containing random phenomena the
question arises of how long to run an experiment so that
representative averages are obtained. The answer depends
on how statistically accurate we wish our results to be.
The technique by G.S. Fishman [5]was used to determine
the condition to end a simulation run.

Fishman's technique uses a recursive estimator of the
variance of the required value, and takes into account
correlations between observations. In use, the variance
estimate is updated at intervals of M observations of the
simulation, and the simulation is terminated when the
variance, or confidence interval,is reduced to a pre-
determined satisfactory level. The confidence intervals
are based on the assumption that the observations follow
a normal distribution. The 95% confidence limits shown
in Figures 5 through 9 were estimated using Fishman's
method,

The simulation and analytical results of cross office
delay (COD) of several messages of several classes are
shown in Figures 5, 6, 7, 8 and 9. These figures show
clearly that under low traffic conditions, the COD's ob-
tained by the two methods are nearly the same. However,
when the traffic input increases the results differ
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significantly.

Sufficient explanations are quite easy to find. 1In the
mathematical analysis, we made the assumption that input
messages which require several programs arrive at the

same rate for each of the programs. This assumption fails
when there is a heavy input traffic, since a CPU may be
busy serving those programs with higher priority. This in
turn creates a longer queuing time and hence arrival rates
of all the consecutive lower priority programs$ are no
longer independent. In Figure 5 the resultant difference
between the two methods is not marked until the input
ratio equals 2.0 because message A is a highest priority
message. For lower priority messages as in Figures 9 and
10 the simulation COD is larger than the analytical COD
even at low input traffic, and this is consistent with

the explanation given above.

The queuing times of messages for each individual program
were also obtained. It was found that if the pre-empted
program execution time is eight to ten times greater than
the time to execute the pre-empting message, the effect
on the delay time is minimal.

However, if the situation is reversed i.e. pre-empting is
ten times greater than pre-empted, the total delay time

is increased nearly 100 percent at 60 percent CPU utiliza-
tion.

Figure 10 shows the variation of COD of link A messages
with CPU utilization (several of these curves were also
obtained for different messages). At 70 percent of CPU
utilization the COD increases drastically. At 80 percent
CPU utilization, the COD becomes large and very large
queues were found to be building up for lower priority
messages. Thus the switching centre is overloading at a
traffic volume which corresponds to 2.2 times the

1972 level.

For a given traffic level, one can obtain the cumulative
probability distribution function for a message from the
simulation. Hence one can determine whether the objec-
tive of system design and dimensioning ic met or not i.e.
90 or 95 percent of messages must have COD's within some
specified limit. Figure 11 shows the cumulative distri-
bution function of link I/P message A.

/o RESPONSE TIME

We can define the response time as the elapsed time from
the last character of message transmitted from a terminal
until the last character of response message appears in
the same terminal.

For example, let us study the response time of the highest
priority message A with the configuration of terminals,
switching centre and customer computer unit (CCU) as

shown as in Figure 12.

We use the previously obtained results for the cross
office delay of message A and various numbers of terminals
per multiplexer (MUX), the delay times of CCU, the message
length etc. to obtain the response time of top priority
message A under various conditions.

The system simulated provided service via polling, and
the procedures were as follows:

Under normal operating conditions, several terminals may
be prepared to transmit messages at the same time. Only
one can do so, and the others must wait for their turn.

The "POLLING" program is executed at N times the polling
rate, where N is the number of multiplexors per line.
The multiplexors are polled in sequence i.e. 1, 2, ...,
N. If there is a message being transmitted from CPU to
any one of the multiplexors and it is time

to poll MUX K, then that poll is lost. If MUX 2 is in-
putting message and the CPU sends a poll to MUX 1, the
reply from MUX 1 must wait,

The sequence of operation is described as follows:

(a) (i) CPU polls MUX 1.
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(ii) MUX 1 looks if there is a message ready at
any of the terminals connected to it.

(iii) If there is no message ready for input to the
CPU, then MUX 1 sends a traffic response to
the CPU. Otherwise the MUX sends the message
to the CPU.

(b) To send a message to the terminal, the CPU sends a
select signal to the MUX defining the terminal. If
the terminal is busy (e.g. it is sending a message
to the CPU), the CPU waits for a predetermined
interval before sending vs the 'select " signal
again,

When the MUX replies to a select signal, the CPU
sends a message to the terminal.

The values used in the simulations were:

message input rate: 65 messages/terminal/hour

polling rate: 12 polls/sec/MUX

average message length: 80 characters (distributed
as Erlang-10)

CCU delay times: 400, 600 and 1000 ms

number of terminals per MUX: 5, 10, 15 and 20.

Figure 13 shows the response time v8 throughput for
a system with three multiplexors. It was found

that the delay time in customer computer unit (CCU)
contributes significantly to the overall response
time. In Figure 13, the three different curves
correspond to assumed CCU delay times of 1000 ms,
600 ms, and 400 ms. TFor the case of 1000 ms delay
time, there is a big queue building up at the CCU
and the system fails when there are 15 terminals per
MUX.

Figure 14 shows the response time vs message length
for the case of 600 ms CCU delay. For 10 and 15
terminals per MUX 15, the response time is increased
mainly due to the propagation delay. But for 20
terminals, the response time is increased signifi-
cantly due to the longer waiting time at the CCU.

8. CONCLUSION

In this paper, a queuing model was established for the
store and forward message switching systems. The model
was analysed by an analytical and a simulation method
under the following assumptions:-

(a) Poisson arrivals.
(b) Pre-emptive - resume priority service discipline.
(¢) An Erlang - 10 service distribution.

Under the low input traffic rate, the analytical results
are approximately equal to the simulation results, and
hence the analytical method is quite useful in the sense
that it gives a first sight knowledge of the system per-
formance. However the results of the COD's obtained by
the analytical method depart from those obtained by simu-
lation at the high input traffic rates.

The simulation results are able to determine the CPU
utilisation at which the system is over loaded, and hence
the input traffic level which the system can handle.

The COD results obtained by the simulation are also used
to study the response time against the throughput for the
hypothetical model. This study is used to determine the
characteristics of the system, and hence the number of
terminals per multiplexor permissible for a desired res—
ponse time.
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TABLE 1.

Program numbers and their processing times.
Program Processing | Program Processing
Number Time in ws Number Time in ms

1 0.88 22 0.587
2 4,179 23 1.748
3 " 24 0.587
4 E 25 5.816
5 N 26 1.800
6 N 27 2.282
7 " 28 1.900
8 " 29 "

9 n 30 "

10 " 31 n

11 " 32 0.85
12 10.565 33 5.649
13 4,129 34 28.272
14 11015 35 142.254
15 28.288 36 17.763
16 12.215 37 33.113
17 54.660 38 31,252
18 0::331 39 1.216
19 2r35) 40 12.730
20 0.331 41 62.188
21 22.495 42 10.362

TABLE 2.

1972 input traffic rate for input messages.

1972 Input Traffic Rate
Input Message (Mean Arrival Rate)
Messages/Second
LINK I/P A 539
LINK I/P B, C, D 0.75
LINK O/P A 599
LO SPEED I/P 0.195
LINK O/P B, C, D 0.729
LO SPEED O/P 0.338
LOCAL 1/P A 0.650
LOCAL I/P D, C 0.142
LOCAL O/P A 0.650
LOCAL O/P D, C 0.142

TABLE 3.
g Centre Model.

h
The programs with priority 1, 26, 32 which are not listed
for interrupts and pollings.

_..in the table are used

Jiz_;;ﬁ:;M11\_p-u_tmb’[_e_s_s~age va_qfired Program Numbers
1 LINK 1/P A 2, 18, 22 n
2 LINK 1/P B,C,D| 3, 12, 19, 23, 37 =
3 LINK O/P A 4, 20, 24 =
4 L0 SPEED [/P S, 14, 27, 33, 34, 35, 41| @
5 LINK O/P B,C,D| 6, 15, 21, 25 g
6 LO SPEED 0/p 7, 17, 36, 40, 42 =
7 LOCAL 1/P A 8, 28 =
8 LOCAL T/P D, C| 9, 13, 30, 39 2
9 LOCAL O/P A 10, 29 2
10 LOCAL O/P D, C{ 11, 16, 31
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Fig. 12. Configuration of switching centre and
customer computer unit (CCU).
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Discussion

J. RUBAS, Australia : 1t {8 not clear from the figures 13
and 14 whether the amall cincles indicate nesults
obtained by analysis on simulation as no confidence
2imits are shown. Could the authons explain, please?

L.D. THUAN, Australia : The Figures 13, 14 are obfained
from simulation as discussed in Section 7. The confidence
Limits were also obtained but are not shown. The
congidence Limits are comparable to the sizes of the
cincles surrounding the plotted points.

J. RUBAS, Australia : In view of the great simplification
0f the real system in both the analytical and the
Aimulation models used - and in the absence of Live
thaffic measurements - on what grounds do the authons
claim that the simulation hesults are more accurate than
the analytical ones? Could the authons elucidate the
reasons forn the differences at higher input message
natios?

L.D. THUAN, Australia : We believe that the sdimpli-
fications used in degining the simulation model are not
significant with respect to the nesults presented. The
main simplifications appear to be:

(4) Some programs used in the neal system have been
excluded. These are in fact concerned with Lawer
prionity messages than those consdidered, and thus
would be preempted by messages of the classes
included. That i, they do not present a Load in
competition with those messages .included in the

AT.R. Vol 1l No. [, 1977



simubation whose performnance 48 therefore not
affected.

(L) The Load of househeeping Zo put away Zasks which
are preempted and resume them is negligible
compared with the main Zashks.

{iid) Queues are of unlimited Length.

To facilitate the application of existing queueing theony,
the moded had to be simplified. We assumed that messages
at a particular prionity Level arnived independently at the
Aame hate for each of the programs involved. This assumpt-
Lon 45 clearly not conrect in the shont tenm because
preemption by high priority messages may cause the re-
aival of Low prionity messages to be bunched, {.e. these
messages are no Longen independent. This effect would be
cumulative and of Lincreasdng severnity at high uwtilization

Traffic Studies of Message Switching Computers

Our simulations could only be compared with real CUDN
measwrements under a Limited number of conditions because
(4} the measuned data available was only §or night time
conditions because of the need to avoid interference with
Live traffic, (i) Lt 45 not practical Lo apply experi-
mentally a sufficient nange of trafgic (L4L) the numben of
terminals is not under controd and (Lv) the CUDN Asystems
applications phoghams have been changed since the data for
which the simublations were carndied out was gathered and
thus 4t s not practical to gathern more data refevant o
the simulations. 0f cowwse the exercise could be repeated.
Where it was possible to compare measured and simulated
results there was good agreement,

Levels,
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ABSTRACT

A method to measure telephone traffic levels in remote
exchanges from a central location has been developed and
the technique has been applied to a medium sized metro-
politan network exceeding 200 000 subscribers. Six con-
tinuous seven day (24 hour) traffic studies have been
carried out on this network over a 17 month period to
establish the value of, and to observe any trends in,
macro network traffic parameters. This paper discusses
the reasons for these studies and outlines the results
obtained to this stage. An interesting outcome has been
the relative stability of the weekly load factor, which
has important application for estimation of call earnings.

1., INTRODUCTION

Development of a telephone traffic measurement system
known as the CENTOC (an acronym for CENtralised Traffic
OCcupancy) system has enabled the simultaneous measurement
of traffic levels in groups of circuits physically dis-
persed throughout a network (Ref.1). This method is based
on the extension of measurement leads from selected cir-
cuit groups in remote exchanges, via cable pairs, to
measuring and recording equipment at a central location.
CENTOC has been used for four -ears in South Australia to
measure and observe, on a fortnightly basis, the level of
subscriber originating traffic generated in the Adelaide
metropolitan network during the network busy hour. Other
groups measured on this regular basis include 'back-bone!
(final choice) routes within the metropolitan network and
the more important trunk routes.

The lack of detailed and reliable information on several
aspects of macro network behkaviour, aspects which included
daily and weekly traffic profiles and load factors for
various types of traffic, and the realisation that these
factors would not only vary over time but should be
managed, led to CONCENT (derived from CONtinuous CENToc).
By extending and modifying the facilities and equipment
used for regular CENTOC measurements, a continuous seven
day (24 hour) study of selected traffic groups in the
Adelaide network became feasible,

The initial CONCENT study, in June 1974, had two immediate
and general objectives, viz

« To establish the value of important macro network
traffic parameters and their inter-relationships;

. To provide an information base for recording any
movements, either induced by external means or long
term trends, in subscriber behaviour.

Because accurate information on macro network behaviour
will become increasingly important for guiding the
efficient operational management of the telecommunications
network, five subsequent continuous seven day studies have
been caerried out at irregular intervals in the 17 months
to December 1975. Although this period has not been of
sufficient duration to establish any changing trends in
subscriber behaviour, this paper will outline the results
obtained to this stage.

All CONCENT measurements have been carried out in the
Adelaide Telephone District (ATD), which is a seven-digit
closed numbering area encompassing Adelaide, the capitel
city of the State of South Australia, and environs. Within
the ATD, 240 000 exchange lines and 350 000 telephone
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stations (instruments) are connected to 64 local
subscriber exchanges ranging in capacity from 100 to

15 000 lines. This area contains a population of
approximately 900 000 (73% of that for South Australia)
with average telephone densities of 27 exchange lines

per 100 population and 0.6 exchange lines per residence,
About 94% of ATD services have access to the Subscriter
Trunk Dialling (STD) network and early in 1976 an
estimated 75% of trunk calls originating within this area
were dialled by subscribers.

This paper will discuss the principal objectives of the
initial and of a continuing series of CONCENT measure-
ments and the possible benefits flowing from these
studies. The practical methodology is briefly explained
and the results obtained to this stage are analysed ir
some detail. In particular, tre relative stability ol
the weekly load factor is shown to have an important
application for estimation of call earnings. Future
development, utilising minicomputer control of the
measurement system to provide regular or instantaneous
reports, is outlined.

2. CONCENT OBJECTIVES

In order to achieve the general objectives outlined
previously, it is necessary to firstly establish typical
network traffic properties and secondly to be able to
assess the extent of any future variation from initial
observed values. Thus the detailed objectives of the
CONCENT studies are to establish :-

. Daily and weekly traffic profiles;

. Time-dependent variation of idle capacity in the
network;

. Daily and weekly load factors;

. Proportion of network traffic carried within
specified time periods;

. A method to monitor network call earnings.,
These five objectives are discussed in more detail,
2.1 DAILY AND WEEKLY TRAFFIC PROFILES

Very little information has been available in Australia
regarding typical traffic levels apart from the
traditional morning, afternoon and evening week day
traffic study periods for each individual exchange of
some two to three hours duration. At the micro level,
information regarding traffic levels at off-pcak periods
has proved useful for specifying the optimum periods for
the withdrawal of important sections of the transmission
or switching network from service for maintenance
reasons without undue risk of localised congestion
developing in the network. Changes to traffic dispersion
patterns beyond normal traffic measurement periods may
lead to congestion on backbone routes and regular
continuous observation, enabling early reaction to
changing patterns, tends to obviate this problem., At the
macro level there are several relationships such as the
relative variations of subscriber originating traffic
compared with trunk traffic, which are of interest to
network planners,
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2,2 TIME-DEPENDENT VARIATION OF NETWORK IDLE CAPACITY

The existing trunk tariff system in Australia has seven
distance dependent tariff rates which may each be ch. rged
at day or night time scales, the latter being appli .ole
between 1800-0800 hours local time. Within the next few
years new tariff systems could be introduced with
significantly increased scope for greater flexibility

in charging for trunk calls, For the successful
implementation of these measures, it will be important to
estimate accurately the amount of trunk tariff stimul-
ation to apply to the trunk network at any particular
time. In this, there are two relevant variables, the
price elasticity of demand for trunk calls for various
categories of subscriber and the increased volume of
traffic that it is planned to gemerate. (Note that the
stimulation could be negative, as in the case of peak-
load pricing). Methods are available to estimate the
former using market research techniques and pilot studies
etc., but CONCENT type measurements are necessary to
assess and monitor the latter.

2.3 DAILY AND WEEKLY LOAD FACTORS
In this paper two load factors are defined as follows :

. Daily Load Factor : the ratio of the averaged
daily traffic volume over 24 hours (Monday to
Friday) to the time consistent busy hour (TCBH)
traffic for the same (five day) period.

. Weekly Load Factor : +the ratio of the weekly
(seven day) traffic volume to the Monday to Friday
TCBH traffic.

Information of this type is essential for planning studies
that require estimation of annual calls or traffic when
the only information available are infrequent measure-
ments of TCBH traffic levels.

Load factors have considerable importance in another area;
examination of the possibility of relating predicted
growth rates or projections of busy hour traffic to that
of annual calls. Circuit dimensioning and provisioning
are based on maintaining specified grades of service
during the time consistent busy hour for traffic levels
averaged over the four consecutive busiest weeks of

the year., However, targets for performance and growth
are often expressed in terms of annual calls., Calls
within a given time period are related to traffic by the
average call hold time but an additional factor is
involved in converting busy hour traffic to annual calls,
viz. the load factor.

An objective of telecommunications management should be
to increase the load factor, within the bounds of social
acceptance, by carrying additional daily and weekly
traffic volumes at the same level of busy hour traffic
to obtain more efficient network utilisation.

2.4 PROPORTION OF TRAFFIC WITHIN SPECIFIED TIME PERIODS

While load factors enable the variation of busy hour
traffic compared with total daily or weekly traffic
volume to be observed, changes may occur in the daily time
distribution pattern of a given volume of traffic through
seasonal, cyclical or trend effects. By noting the
percentage of daily traffic volume generated during a
network's busiest three consecutive hours in the morning,
afternoon and evening periods respectively, the more
important changes to traffic patterns can be detected.
Because tariffs on trunk routes in Australia are time as
well as distance dependent, it is necessary for revenue
estimation to establish the proportion of trunk traffic
carried at night and day tariffs respectively. Thus

the proportion of 24 hour traffic carried during the day
rate period of 0800-1800 is required. Because erlanghour
meters have oten been used in provincial trunk switching
centres to record the traffic volume between 0900-1100
Monday to Friday, information is also required relating
the TCBH traffic level to the average level for the
time-switched period.
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2.5 ESTIMATION OF NETWORK CALL EARNINGS

An important parameter for all business enterprises is
accurate estimation of the current level of earnings.
Because Telecom Australia must fund at least 50% of
capital expenditure from internal sources, variations
in call earnings compared with forecast levels could
have significant repercussions on either general tariff
levels or the proposed size of the capital investment
programme for the ensuing year. Regular CONCENT
measurements would enable fairly accurate estimates to
be made of earnings trends from local and trunk calls
and this information could be available to management
within a few days of measurement.

3. METHODOLOGY

As stated earlier, the CONCENT Series of traffic
measurements utilizes the CENTOC measuring and recording
system, The details of this system are described in
Ref. 1 and the general principles employed in traffic
occupancy measurements in Australia are discussed in Ref,

3.1 CONCENT

Because CONCENT measurements are continuous over 168 hours,
the measuring equipment should operate automatically for
the full study period to avoid high labour costs. This
objective has been achieved by using Incremental Magnetic
Tape Recorders (IMIRs) to output all measurement data on
to magnetic tape. Four IMIRs are used which are each
time switched sequentially to record for one six hourly
period in every 24 hours. By this means all traffic
information for the same six hourly period each day is
contained on one reel of magnetic tape. Each tape is
processed individually by computer to obtain half-hourly
average readings for all traffic groups. Two hard copy
outputs are available, 'CONCENT A' and 'CONCENT B'
respectively., CONCENT A contains relatively raw data,
listing the average traffic on each route at 44 half-
hourly intervals commencing at midnight which is further
sub-divided into three periods :=-

Average traffic Monday to Friday;
Saturday traffic;
. Sunday traffic.
CONCENT B is a summary of results from elementary

processing of the data from CONCENT A. TFor each traffic
group it records :-

. Monday to Friday time consistent busy hour traffic
and time of occurrence;

. Saturday and Sunday busy hour traffics and times;

. Average daily (24 hour) traffic volume, Monday
to Friday {erlang-—hours);

. Total weekly traffic vclume over 7 days (erlang
hours);

. Daily load factor Monday to Friday;
. VWeekly load factor;

. Weekday afternoon and evening, Saturday and Sunday
peak hour traffic levels as a percentage of average
weekday morning busy hour traffic;

. Day rate traffic volume (0800-1800) as a percentage
of average traffic volume over <4 hours (Monday to
Friday);

. Busy hour traffic as a percentage of the average

traffic level over the 0900-1100 period (Monday to
Friday).

4. RESULTS

At the time of writing this paper six measurements, each of
one week duration, had been undertaken in the CONCENT
series., The first measurement was made in July 1974

with subsequent studies in May, July, August, September
and December 1975,
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In addition to the relatively slowly moving social,
economic, cultural etc., changes which influence subs-
criber behaviour, there are several external factors
vhich may have immediate impact. Chief among these, of
course, is a change in the level of charges. Wiihin the
17 month period under review, adjustments to telephone
call charges were made on two separate occasions. These
wvere :-—

October 1 1974

. Local or unit call fee increased by 26% (to six
cents);

. Most day trunk tariff rates increased, most night
rates decreased;

. Fee for a trunk call booked with an operator which
could have been dialled by the subscriber increased
from 20 to 30 cents.

September 1 1975

. Local call fee increased by 50% (to nine cents);

. Day trunk tariff rates (0800-1800) increased by
50% for the four lowest tariffs (up to 325 Km)
decreasing to zero change for calls over 645 Km;

. Night trunk tariff rates increased by 50% for the
lowest tariff (less than 50 Kn) with little other
change;

. Fee for a trunk call booked with an operator which
could have been dialled by the subscriber increased
from 30 cents to 40 cents,

An additional factor that may be significant in its effect
on telephone traffic has been the ado tion of daylight
saving in South Australia and some other States (but not
all) by advancing local time by one hour between the end
of October and the end of the following February each
year.,

This Section will analyse the results in two parts.
Firstly, the results from a typical study will be con-
sidered and for this purpose, the July 1975 study will
be reviewed, Secondly, the results from six studies
extending over 17 months will be analysed in an attempt
to detect any trends or changes occurring over time due
either to policy and tariff changes, daylight saving or
possible changes in customer calling patterns.

4.1 JULY 1975 STUDY
4,1.1 Traffic Profile and Busy Hour

In the CONCENT studies, the originating traffic from 34
subscriber exchanges were monitored, these exchanges all
being within the ATD and exceeding 1000 connected lines
in size. In July 1975, 28 or 82% had a Monday to Friday
time consistent busy hour commencing either at 0900 (18
exchanges) or 0930 (10 exchanges). Only three exchanges,
two of which serve the Central Business District (CBD)

in the city, exhibited an afterncon busy hour, but the
traffic level in each case did not exceed the correspond-
ing morning peak by more than 1%. The combined ATD had

a traffic TCBH which commenced at 0930 at a level of 8440
erlangs. This represents a calling rate of 0.039 erlang
per exchange line, Afternoon and evening peaks were
respectively 89% and 52% of morning levels. Table 1 shows
the variation of peak hour traffic levels for afternoon
and evening periods as percentages of morning peak levels
for the four tandem switching areas into which the ATD is
sub-divided. The Waymouth tandem area includes all four
exchanges serving the CBD, as well as several exchanges
in predominantly residential areas., Because of the
markedly different calling patterns of these two groups,
the tandem area has been further split into two sub-
components.
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Exchange No. Xges Tfc .
Croup il Sopled TCBH (EEE) % of Morning Peak
Aft Eve
ATD 3h 0930 8440 89 52
Waymouth
Tandem Area 9 0930 2880 94 38
City Xges k 1100 1540 100 12
Metro Xges 5 0900 1420 86 65
Edwards town
Tandem Area 8 0900 2340 84 64
Nth Adelaide
Tandem Area 11 0930 2540 90 54
Outer Metro
Tandem Area 6 0300 700 91 62

TABLE 1. ATD Originating Traffic Details

The ATD busy hour for Saturday occurred at 1030 hours,
an hour later than on weekdays, and at a traffic level
of 45% of the weekday morning peak, This pattern was
evident for each tandem area, although for the four city
exchanges, in isolation, the traffic peak was only 15% of
their average weekday levels. For Sunday, the busy hour
for the ATD, and for each tandem area individually,
occurred at 1100 hours when traffic was 38% of the
weekday maximum, After excluding the four exchanges in
the CBD, each tandem area recorded busy hour traffic
between 40%-48% of weekday levels,

Figs. 1 to 4 illustrate several aspects of the variation
of originating traffic over a one day or one week
continuous period, In Fig. 1, the variation of ATD
traffic over tl.e full week of measurement is plotted.

A similar pattern is evident from Monday to Friday with
prominent morning, aftermoon and evening peak periods
followed by much lower levels and a less definite pattern
at the weekend. Fig. 2 contrasts the characteristic
traffic patterns exhibited by exchanges serving the CBD
with those having a much stronger component of residen-—
tial subscribers. The Waymouth tandem switching area

of nine exchanges has again been divided, for illustrat-
ive purposes, into groupings of exchanges serving
predominantly business (City) and residential (Metro)
areas. The former grouping shows only two distinguish-
able daily busy periods with negligible traffic at
evening or weekend periods, while the latter grouping
has a markedly different profile featuring a strong
evening peak “eriod. In six exchanges, throughout the
ATD, all strongly residential, the evening busy period
traffic measured within 10% of afternoon maximum levels.,
For ATD originating traffic, Fig., 3 illustrates the
relative levels, over a 24 hour period, of average
Monday to Friday, Saturday and Sunday traffics respect-
ively. Fig. 4, a normalised presentation of the data
plotted in the previous figure, highlights the busy

hour time shift on Saturday and Sunday and facilitates
comparison of relative traffic levels throughout each
period compared wilh the peak level.

All ATD backbone routes between tandem exchanges carried
maximum traffic loads during the morning period and

most routes had a TCHB commencing at 0930, the
originating traffic busy hour. Most final choice routes
between a local terminal exchange and its parent tandem
exchange exhibited similar traffic profiles., However,
ten terminal exchanges, all having a preponderance of
residential services, had an evening busy period on
their backbone route, with measured traffic reaching
60% above the level carried during the originating
traffic busy hour. This apparent anomally is a reflect-—
ion of a changed traffic dispersion during evening
periods.

Trunk traffic originating from and terminating within

the ATD exhibits a rather different profile compared with
that for total originating traffic from subscriber
exchanges, The afternoon and, in particular, the

evening traffic peaks are relatively higher compared with
the morning busy hour level and Saturday and Sunday busy
periods occur during the evening. However, the

principal point of interest is the contrast within the
daily traffic profile depending whether the trunk call

is dialled by the subscriber (STD) or is operator
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connected., Fig. 5 shows this variation over one week by
splitting this traffic into its two components by method
of connection. It is clear that STD peak traffic occurs
during business hours while operator connected traffic has
an evening peak period. In Fig. 6 the variation in STD
traffic penetration, the percentage of STD to total trunk
traffic, is plotted on a 24 hour time scale, It is clear
from these graphs that outside of normal business hours,
STD penetration falls considerably thus indicating the
area on which management could concentrate to increase
the overall level of penetration. For this and the next
Fig., the penetration has not been plotted between mid-
night and 0700 because the very small level of trunk
traffic during this period makes the result meaninzless.

Fig. 7 provides a relative comparison of trunk traffic
penetration for traffic originating from and terminating
within the ATD. During business hours between Monday and
Friday, originating penetration is higher but the
relationship is more variable at other times. The level
of trunk traffic originating from the ATD expressed as a
percentage of total subscriber originating traffic is
shown in Fig. 8, The average level is about five percent
during periods of reasonable traffic activity with peak
levels close to eight percent.

4,1,2 Load Factors

Originating traffic load factors (see definition, Section
2) for the ATD and for each of its four tandem areas are
given in Table 2. The Waymouth tandem area has again
been split in two to demonstrate the significant diff-
erences between the City exchanges, serving the city,
commercial and retail centre, and the other groupings.

. TCBH Tfc
Exchange Grouping Di';y Wietlx %Rgiz as 4
- - ——=  0900-1100
ATD 9.4 55. 4 78.3 102.7
Nth Adelaide
Tandem Area 9.7 57.9 76.8 102.5
Edwardstown
Tandem Area 9.3 56.5 Thoh 104.1
Outer Metro
Tandem Area 9.4 55.5 77.9 103.1
Waymouth Tandem
Area 51.9 83.0 102.

9.1
City Exchanges 8.4 L4 4 g1.4 106.
Metro Exchanges 9.5 57.3 74.9 103.

BN el

TABLE 2, Originating Traffic Load Factors

Excluding the group of city exchanges, there is consider=-
able uniformity between these groupings for each of the
four parameters listed in Table 2. The range of para-
meter values for the 34 individual exchanges, split into
two groups, city exchanges (4) and metro exchanges (30),
are given by Table 3.

City Exchanges Metro Exchanges

Daily Load Factor 7.5, 8.6 8.3, 11.0
Weekly Load Factor 38.2, 45.9 47.0, 68.9
% of Traffic

0800-1800 88.7, 9k.9 68.3, 87.5

TCBH traffic as % of

0900-1100 average 106.2, 110.0 102.0, 108.9

TABLE 3. Range of Parameter Values

Fig. 9 shows the frequency distribution of weekly load
factor for these 34 exchanges.

On final choice routes between tandem exchanges, the
weekly load factor was generally in the range 20-40 while
the percentage of daily traffic in the 0800-1800 interval
ranged, in the main, between 75 and 80, That is, a
percentage of traffic similar to that for subscriber
originated traffic was carried during the traditional
'day' period although this type of traffic had a
significantly different weekly (and daily) load factor,
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On backbone routes between terminal exchanges and parent
tandems, the range of values was, of course, far greater,
The backbone route for one exchange, which is strongly
residential in character and which has a significantly
different traffic dispersion in the evening, recorded

a weekly load factor approaching 120 with most of the
traffic volume being carried after 1800 hours.

Overall, total trunk traffic generated in the ATD had
quite similar load factors to those for total originating
traffic but orce again there were significant differences
between the subscriber dialled and manual assistance
components. The factors for both ATD originating and
terminating traffic are given in Table 4.

Daily Weekly % Day

L.F. L.F. Rate
Originating Trunk Traffic 10.0 56.3 74.9
STD 9.2 50.6 80.5
Manual Assistance 10.2 61.5 61.0
Terminating Trunk Traffic 10.0 57.5 73.4
STD 9.6 54.1 76.9
Manual Assistance 11.0 66.4 65.2

TABLE 4. Trunk Traffic Load Factors

Compared with ATD originating traffic, the weekly load
factor for trunk traffic (originating) is within 2%, and
the ratio of traffic generated within the 'day' is
within 5%.

4,2 THE SIX STUDIES — A COMPARISON

In this Section, the results from the six studies spanning
the 17 month period July 1974 to December 1975 will be
compared.

4,2,1 Traffic Profiles

For ATD originating traffic, the Monday to Friday time-
consistent busy hour varied between 0900 (4 studies)

and 0930 (2). For all except one study (August 1975),
the Saturday busy hour lagged the weekday period by an
half-hour or an hour. Similarly, the Sunday busy hour
generally lagged the Saturday busy period by an hour.
For three of the four tandem area groupings, the
collective weekday busy hour was consistent for each of
the six studies. Afternnon, evening, Saturday and
Sunday traffic maxima for the ATD all maintained a
relatively steady ratio to the morning peak level with
the exception of the December 1975 study where the
afternoon relative level was significantly lower than for
the five earlier studies. This seemed to reflect a high
Christmas peak in morning traffic rather than any
decrease in afternoon traffic levels. A similar pattern
was observed for each tandem area including the four
city exchanges, Busy hour traffic details for the ATD
including relative levels during other periods are given
in Table 5.

Date of M-F Busy Hour % of M-F TCBH Traffic
Study Tfc  Iime  Aft Eve Sat sun
July 1974 8010 0900 30 50 43 40
May 1975 8670 0900 87 53 A4h 39
July 1975 8440 0930 89 52 45 38
Aug 1975 8650 0930 88 51 44 37
Sept 1975 8590 0900 87 54 45 37
Dec 1975 9250 0900 82 51 45

TABLE 5, ATD Traffic Levels

These figures do not however reveal the interesting and
significant change in traffic profile that occurred in
the December 1975 study., Fig. 10 is a normalised plot

of average 24 hour Monday to Friday traffic variation for
each of the six studies. The cross-hatched area is an
envelope containing the traffic profiles for the first
five studies with the December traffic profile plotted
separately. This diagram clearly shows the half to one
hour delay for the December evening traffic pattern
compared with the earlier studies. This movement is
probably due to a change of traffic profile in the summer
months assisted by the adoption of daylight saving from
November to February. Thus subscribers' evening traffic
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distribution is correlated to sun time rather than clock
time. This contrasts with the morning traffic profile
which is remarkably narrow and obviously dependent on
clock time throughout all seasons of the year.

For total trunk traffic, the weekday busy hour fluctuated
between 0930 and 1030 with consistent morning busy periods
for STD traffic (commencing between 0930-1030) and even~
ing busy periods for manual assistance trunk traffic
(commencing between 1900-1930), However, on Saturday

and Sunday, the daily peak traffic always occurred in

the evening, commencing at 1800-1830 for Saturday and
1800-2030 for Sunday (the latter being for December 1975).

4.2.2 Load Factors
Daily and weekly load factors and the proportion of

traffic occurring between 0800~1800 for ATD originating
traffic for each study are shown by Table 6.

Date of Daily Weekly Percent Traffic
Study Load Factor: Load Factor 0800- 1800

July 1974 9.4 55.1 78.9

May 1975 9.4 55.4 77.3

July 1975 9.4 55.4 78.3

Aug 1975 953 54.8 78.7

Sept 1975 9.4 55.2 77. 4

Dec 1975 9.6 56.7 76.2

TABLE 6, ATD Load Factors for Each Study

The values of daily and weekly load factor are
remarkably uniform over the period, particularly when
the result for the December 1975 study is excluded.
Under this condition, the mean and standard deviation

of the weekly load factor for the first five studies are
55,18 and 0,25 respectively.

Using a small sample distribution, the 99% confidence
limits are 54.8, 55.5. It follows then, with high
probability, that the December weekly load factor is
significantly different compared with the five earlier
studies., It is interesting to note, however, that the
weekly load factor for the earlier five studies has a
meximum/minimum ratio range less than 1.25% of the
minimum while the busy hour traffic range is 8.3%. The
comparative statistics when the December study is
included are approximately 3.5% and 15.5% respectively.
This uniformity over widely varying conditions has some
important implications for revenue estimation, With
regard to proportion of traffic occurring in the 0800-
1800 period, there is again a broad degree of uniformity.
Although the December study again diverges by the widest
margin from the mean of the earlier five studies, this

is not statistically significant at the 95% confidence
level., No significant changes were observed in the
volume of daily traffic carried within the morning, after-—
noon and evening busiest three hourly periods.

Load factors for trunk traffic, although not as
consistent as for originating traffic, do show
reasonable uniformity. Table 7 gives the load factor
variations for trunk traffic originating within the ATD.

Date of Daily Weekly Percent Traffic
S tudy Load Factor Load Factor 0800-1800

July 1974 9.6 5317 77.9

May 1975 10.3 61.8 73.2

July 1975 10.0 56.3 7k.9

Aug 1975 10.3 59.0 73.7

Sept 1975 10.0 56.9 74.6

Dec 1975 10.1 57.4 71.8

TABLE 7. Trunk Traffic Load Factors

There are, however, significant differences within

this general category between STD calls and operator
connected (or manual assistance) trunk calls, These
differences are clearly evident from Table 8, where the
mean and standard deviation, taken over the six studies,
have been calculated for each load factor and method

of call establishment.

Type of Daily LF Weekly LF % Day Rate
Trunk Tfc Mean Std Dev Mean Std Dev Mean Std Dev
STD 9.1 0.2 50.8 1.8 80.5 1.3
Manual

Assist 10.7 0.7 65.3 4,2 60.1 1.4
Total 10.0 0.3 57.5 2547/ 74.3 2.1

TABLE 8., Comparison of Trunk Traffic Load Factors

From Table 8, it is evident that the daily and weekly
load factors for STD traffic show a greater uniformity
than for either manual assistance trunk traffic or for
total trunk traffic. Partly, the comparatively large
standard deviation for total trunk traffic load factors
has been caused by the changing mix of STD and manual
assistance traffic. Because of the differént (lower)
charge rates applying in Australia after 1800 hours,

it is important for revenue estimation purposes to know
the relative percentage of weekly traffic that is
generated within each rate period. Not only are there
significant differences in daily and weekly load factors
for STD and manual assistance trunk traffic, but even
more marked is the difference in the percentage of
traffic carried at day and night rates., 1In broad terms,
20% of STD and 40% of operator trunk traffic is generated
at night charging rates.

4.3 ESTIMATION OF CALL REVENUE

The stability of the weekly load factor for subscriber
originating traffic over a wide range of traffic levels
and under varying conditions has been a feature of these
studies. By scheduling no more than, perhaps, two or
three continuous seven day studies each year to observe
for any long term trend in the load factor or for
changes caused by a new tariff schedule, reasonably
accurate observations of trends in call revenue earnings
should be possilbe, Network busy hour traffic levels,
measured on a weekly or fortnightly basis using the
CENTOC system, would be averaged over a month and
compared with the corresponding month or accumulated
period for the previous year. Given the observed
stability in the load factor, this method should provide
an estimate of local call earnings for the current

year accurate to within a few percentage points. This
estimate would be a valuable aid to management,

STD call revenue earnings can be measured accurately by
using either the CONCENT method or by using calibrated
erlanghour meters (a current summing device) to measure
traffic at each trunk charging rate within the central
automatic trunk switching exchange., Estimates of
earnings from trunk calls booked through the manual
assistance operators is currently available on a
monthly basis.

Hence CONCENT has provided the opportunity to
economically and accurately estimate the level of total
call revenue being earned within the ATD.

For a given load factor, three other variables could
influence the rate of local call earnings - call hold
time, the proportion of calls to non-revenue earning
destinations, e.g., number information etc., and the
level of congestion in the network., The first two
parameters are derived from regular dispersion studies
condncted at each terminal exchange over 1000 lines
within the network, while estimates of congestion can be
derived from several indicators. Thus, changes to these
factors can be allowed for, if necessary, when estimating
call earnings.

5. FUTURE DEVELOPMENT

There are two principal limitations preventing a full-
time, continuous measurement system ¢overing large
regional areas at this time. Firstly, remote traffic
groups are at present extended to the cental measuring
point over physical circuits and the cost of expanding
this method beyond metropolitan boundaries becomes
prohibitive. However, a new system is being developed
which will measure and transmit distant traffic informat-
ion on up to eight traffic groups upon command from a

A.T.R. Vol 11 No. |, 1977



central facility. This system, which will operate over
carrier frequency derived circuits, uses telegraph
channel bandwidth (120 Hz). Secondly, the cost of data
processing becomes excessive. However, by using a mini-
computer as the central controller, the data could be
analysed, validated and corrected as it is received and
average traffic levels or accumulated traffic.volumes
could be either recorded on magnetic tape for further
processing or printed out at appropriate intervals.

When both of these developments have been implemented, it
will be possible to monitor the complete network
continuously and traffic congestion in any section of

the network would be immediately identified.

6. SUMMARY

This paper has outlined the aims and objectives of a
series of measurements using the CONCENT system and has
briefly discussed the methodology adopted. The results
obtained from an investigation covering some 34 local
terminal exchanges serving over 200 000 exchange lines
have been reviewed. An important outcome has been the
stability of the weekly load factor for subscriber
originating traffic over a wide range of traffic levels
and conditions. This has opened the way to accurate
estimation of local call earnings by regular measurement
of network busy hour traffic levels. Future development
and refinement of the system should lead to continuous
monitoring and measurement of the network - an important
network and business management tool.
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Discussion

R. GREEN, Australia : The measuring method obviously
permits the variance to mean ratio to be caleulated.
Did you calewlate them and if 40, can you say :-

(4) Was V/M =1 at all exchanges at TCBH'S.

(ii) What was the oaden and range of V/M of
ondginating trhagfic outside the busy houns.

(Lid)  What was the onder and range of V/M on the
'back-bone' on final choice routes.

G. MARLOW, Australia : We did calewlate this hatio for
time consistent busy howr (TCBH) trhaffic Levels.

({) Fon TCBH total oniginating trhaffic within each
exchange, V/M nanged between 0.9-3.5. The values
above about 1.5 occurred in 6 of 34 exchanges
measuned, and were due to very Large changes in
thafgic Levels duning the TCBH. The TCBH was
calewlated on the busiest consecutive clock half
houwws and the §inst half hour for these 6
exchanges contained the veny steep increases in
trafgic Levels ocewnning shontly agten 9.00 a.m.

(L) These ratios, outside the busy hour, were not
calewlated,

(LiL) During zhe TCBH, §inal choice routes generally
exhibited the following ranges of variance/mean
natio :-

terminal to Zandem, 2.5-3.5
Zendem to terminal, about 2.0
Zandem to tandem, 2.5-3.5

Thank you for your question.

L. LEE, Canada : I have a problem to distinguish the
originating grom the terminating cuwrves 4n Fig. 7 of youn
papen. Please help me by stating whether oniginating
trafgic is Langer, on ternminating trhaffic <5 Langer, or
sometimes one L5 Larger than the othern. Also please
explain the neason behind this phenomenon. Thank you.

G. MARLOW, Australia : I apologise for the Lack of clarity
in Fig. 7. Oniginating penetration is highen §rom Monday
to Friday, during business hours, and terminating pene-
tation 46 higher on Saturnday and Sunday. This variation
can probably be attributed, in the main, to the influence
o4 business services in Adelaide. Affen business hounrs
and at weekends, tenminating penetration L8 almosi
Lnvandably highern than the oniginating fLevel. Thank you
forn yourn question.

T. SUZUKI, Japan : Wouwld you please comment on seasonal
busy houn traffic variation in Australia and influence of
busy season traffic on the Load factorn.

G. MARLOW, Australia : The seasonal traffic peak <in
Australia usually occurs immediately prion fo Christmas
but on a few routes the peak may be pre-Easter. The
taffic Levels at these seasonal peaks may be typlcally
5-10% above average busy hour Levels during the yeanr.
For example, §rom Table 5 of the paper, it can be seen
that the December 1975 busy houn traffic was 7.7% above
the average fon the four earlien studies in thal yeanr.
Table 6 shows that onfy a relatively small variation to
the daily and weekly Load factorns occwwred at the December
1975 traffic peak compared with earlier studies.

Thank you for youn question.
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L. GIMPELSON, Belgium : As the Last paper in this sessdion
(by Graves and Pearson) and othens have indicated, there
5 a close nelation between trhaffic measurements and main-
tenance aids, since most of the measuwiements used for
both tasks are the same. And centainly both contrnibute
to that {Llusive grade-of-service concept. So, even
though this is the Teletraffic Congress rather than 1SS
(Int. Switching Symposium) T'LL ask why you chose to
build a non-real-time system fon traffic measurement
neporting only, rathen than combining it with maintenance
nequirements yilelding a marginally more expensive quasi-
neal-time Aystem which would cover tragfic, grade-of-
service and madintenance.

G. MARLOW, Australia : The answer to this question
Lnvolves both historical and technical factors. From the
technical viewpodnt, it 48 imporntant Lo note that measure-
ments of telephone traffic in Australia are based on the
hagpic group, where the total cwwent §lowing through the
thaffic measuwring equipment {5 proportional to the number
of cirewits in use. Unlike the method of individual
cireult measwrement, this technique is not generally suit-
able as a maintenance aid .

Histornically, the CENTOC system of measurement developed
as an extension to the method nommally used Ain our
exchanges. Instead of extending thafgic groups by cable
grom the equipment being measurned to the traffic measuring
Location within that exchange, selected groups wenre
extended via junction cable 1o a central Location within
the city, due allowance being made duiing computer proces-
s4ng fon the effect of the junction cable resistance.
Although this system 48 not neal-time, it did enable us

o impLement the concept quickly.

In ondern to extend the system throughout South Australia,

a nemote traffic reconden 4s being developed with a
capacity of 128 ghoups which, combined with a mini-computer
central controllern, would enable neal-time thaffic
monitorning throughout the network.

Thank you for your question.

T. SUZUKI, Japan : Would you please comment on the
foLlowing two questions.

(4) Fig. 9 shows that several offices have a
ségnificantly different weekly Load facton.

1 think that use of the average weekly factor in
estimating Andividual office earning and weekly
trafgic volume Lncurns sdignifdeant ernon. How
about this.

(4L)  What influence did the call charge adjustment
exent on the Load facton and traffic volume.

G. MARLOW, Australia : My papen shows that the weekly
Load factor for subscribern originating traffic in the
Adelaide metropolitan network has been verny stable over a
17 month study period. This demonstrated stability
should enable estimation of weekly network trafgic volume
and hence call earnings gfrom regular measurements of busy
hourn thaffic. The paper does not elaim that this method
would be accurate for the determination of traffic volume
on earnings forn a particular, individual exchange. The
noumal statistical variations which are observed fon
individual exchanges are averaged out over a network of
exchanges .

With reference to your second question, the paper shows
that the call charge adjustment had no discernible effect
on the Load facton. The fee Lncrease did not appean fo
influence the Level of oniginating traffic, but there was
a sdgnificant swing fowards usage of STD following
incneases in the manual call suncharge in 1974 and 1975,
Thank you for yowrt questions.
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A Comparison of System and User Optimised Telephone

Networks

R. J. HARRIS

Telecom Australia, Melbourne, Australia

ABSTRACT

In a recent paper (Ref. 1) the principles of System and
User optimization were introduced and discussed for alter-
nate routing telephone networks. (A System optimized
network design is obtained by minimising the total cost of
the network, subject to Origin to Destination grade of
service standards. A User optimized network design is
achieved by minimising the cost per erlang on chains used
by each OD pair). An algorithm for determining these
optimal network designs has been developed (Ref. 2), which
is based upon a modification to a well known non-linear
programming algorithm proposed by Wolfe (Ref. 3).

A mathematical model for dimensioning alternate routing
networks developed by Berry (Ref. 6) has been used in
conjunction with the optimizing algorithm to obtain net-
work designs based on the two principles. The purpose of
this paper is to compare the two different network designs
obtained by applying these optimizing principles to the
Adelaide Telephone Network.

1. INTRODUCTION

This paper will be concerned with two optimizing
principles which were first discussed for telephone net-
works in Reference 1. These two principles are known as
System and User optimization respectively. In the
earlier paper, these principles were applied to a small
network which consisted of five links; in the present
paper these principles will be applied to the Adelaide
Telephone Network using Berry's network Dimensioning
model, and a comparison will be made of the two different
networks produced.

There were two main factors which influenced the study of
User optimization for telephone networks. Firstly, this
form of optimization was new to telephone networks and
represents an alternative to the principle of System
optimization which is the ultimate aim of telephone net-
work planners. Secondly, experience with this type of
optimization in the context of road traffic theory had
shown that the difference in costs between a System and a
User optimized network was relatively small and further-
more, the speed with which the User optimized solution

can be computed using Berry's dimensioning formulae is
significantly greater than the computation speed required
for System optimization. Thus it was felt that the User
optimization procedure could be used to move rapidly to a
network cost which was very close to the true System
optimal solution. After reaching this point it would then
be possible to step quickly to the System solution and
hence to make a considerable saving in the overall comput-
atlon time required to achieve the minimum cost network.

As mentioned above the optimization was performed using
Berry's dimensioning formulae. The original formulae
proposed by Berry have been recently upgraded to give
more accurate results through the introduction of a new
parameter "p" (Ref. 5). If this parameter is set to zero,
then the formulae reduce to their original form. 1In this
study, the old and the new versions have been used for
computing circuit values required in the optimization
process. It is not the intention of this paper to compare
the two models as this has already been reported (c.f.
Ref. 4). (Furthermore, different sets of data were used
with the two versions of the dimensioning formulae).
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In Section 2 of this paper, some theoretical results will
be presented which have formed the basis for calculating
a User optimized telephone network. (These results will
be derived using the upgraded formulae ~ in each case the
results simplify if a corresponding result is required
for the original dimensioning formulae). In Section 3,
there will be a brief discussion of the User optimized
solution to the Adelaide Network, and in the following
section a comparison will be made of the significant
similarities and differences between the System and User
optimized solutions.

2. THEORETICAL RESULTS USING BERRY'S DIMENSIONING
FORMULAE

2,1-SYMBOLS AND DEFINITIONS

Consider a telephone network T consisting of a set N of
exchanges, and a set L of u directed links. In this net-
work we specify a set of n Origin to Destination pairs,
(abbreviated to "OD pairs") and denote them by 0k-DK,
k=1,...,n, and a set of m(k) allowable chains denoted by
m; for j=1,...,m(k). (A chain may be described as a
sequence of links which form a route between an exchange
which originates traffic and an exchange which terminates
this traffic). Let tK be the offered pure chance traffic
destined for DK from OX. The amount of traffic carried
on a particular sequence of links forming a chain between
a pair of exchanges is called a chain flow and is denoted
by h¥. The total carried traffic f; on a link i is
obtained by adding together the chain flows which use this
link, i.e.

§ at, nk 1=1,...,u. )

where

ak _ (1 if link 1 is on chain m?.
ij 0 otherwise. J

In addition to the above notation, the following symbols
will be used

Al symbol used to indicate an arbitrary link,

i symbol used to indicate an arbitrary chain,

k symbol used to indicate an arbitrary OD pair,

Mi the mean offered traffic to link i,

Vi the variance of the traffic offered to link 1

vy the variance of the traffic overflowing from link i,
[ the total cost of the network

Bk the traffic congestion between the k-th OD pair,

ny the number of circuits required on link i (regarded

as a continuous variable for theoretical convenience).

F the carried traffic on a direct route mt.

In an earlier paper which discussed the concepts of System
and User optimization for telephone networks (see Ref. 1),
the notions of marginal chain cost and chain cost per unit
flow were introduced in order to specify optimality
conditions for these concepts. For completeness these
notions and definitions of System and User optimization
are summarised below :
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Definition 1

If C(h) is the total cost of the network then the marginal
chain cost of chain m? 1s defined as

k.. _ 2C(h)
Py ah* @
ij

Definition 2

For alternate routing networks, the cost per unit flow on
chain m? is

S = i %9 % 3
where
E‘ = re:n
i i
| fx i3 fi *0
| i
1 lim Si™
Ei+0 fi if fi =0 (€3]
and ¢y = the cost per circuit on link i.

Definition 3

A network T is said to be "System optimized" if it is
designed in such a way that the total network cost C(h) is
a minimum, subject to OD pair grade of service constraints.
A chain flow pattern is said to satisfy the conditions of
System optimality if for each OD pair k, there is an
ordering p,,P,,.++,P_sP s TSkeing of the chains joinin
ok to DE s&chzthat the fgilowingméggdition holds ’ ¢

Ak = DE = L. = Dk <Dk+ SN sDk
s Ps ps}-l pm(k)
(5)
where

k

h™ > 0 for r=1,.:.,s8

Pr

k
hp =0 for r=s+1,...,m(k)

Definition 4

A chain flow pattern h which satisfies the OD grade of
service constraints is said to satisfy the equilibrium
conditions for a User optimized network T if, for each 0D
pair k, there is an ordering of the chains PysesesP P

""pm(k)’ joining 0% to DX such that Skl

as gk - -k <k < ... <"
P Ps  Psnl P(k)  (6)
where

hk > 0 for r=1,...,s
Py
k

h =0 for r=s+l,...,m(k)
Py

2.2 BERRY'S MODEL (OUTLINE)

The aim of Berry's model (Refs. 5 & 6) is to produce a
minimum cost network (System optimized) subject to
constraints on the chain flow variables which specify the
Origin-Destination requirements. The model is formulated
as a mathematical programming problem, and various
techniques based on non-linear programming algorithms may
be used to determine the optimal network. For the
purposes of this paper, the circuit dimensioning formulae
from Berry's model have been used with the modified non-
linear programming model (Ref. 2), to study the two types
of optimal network design.
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Starting with a prescribed chain flow pattern on the net-
work, the mathematical model determines the mean (M,) and
the Variance (V,) of combined traffic streams offered to
each link i, ané calculates the equivalent random traffic
(Ai) which would produce an overflow traffic distribution
from a full availability link with moments M; and Vj.

The total traffic carried on each link (fj) is determined
from the sum of chain flows using that link (see equation
(1)), from which the number of circuits (ny) is calculated
using equations (7) and (8).

o, -£,) ) M,
G ED O£, D) + v,

n, = f, + A, )
& Moo 4V
ol T §

where the variance of the overflow traffic from link i is
given by

el g ) - P
vi = G(Mi fi)(3 Mi+fi./(Mi fi 3T+ 12Ai(1 fi/Mi) ) (8)

where p is an assigned parameter which takes on a value
of approximately 0.1.

(The value of p has been determined from simulation trials
and varies according to whether link is on a first, second
or third choice route). A, represents the equivalent pure
chance traffic and is computed from the well known
approximation by Rapp (Ref. 7).

Vi Vi
Ai=Vi+3'}T"(M—i-l) (€]

i
2.3 USER OPTIMIZATION THEORY APPLIED TO BERRY'S MODEL

Equation (4) from Definition 2 states that the link cost
per unit flow (i.e. cost per unit erlang) is obtained
from dividing the total cost of the link (cyny) by the
carried traffic on this link (fi) - provided that this
traffic is non zero. If the carried traffic is zero,
then the link cost per unit flow is given by the limit

= lim cini
E el & (10)

el]

In order to perform the User optimization with Berry's
model it is necessary to compute the above limit.

Result 1

For a general link i, the limiting cost per unit flow is:
AM2 5V, - 3M +M2+A

i i i S
2 (1
i

c, =c, |1+

o

2 :
(M1 = Mi b yi) 6Vi = 3Mi + M

Proof: By rearranging equation (7) the required limit

2
lim ey Ai(fi(Mi - Hifi - Vi) + Mi(Vi - vi))
720 15+ —3 2
i (Mi - M + vi)((Mi-fi) —(Mi—fi) + vi)

consider the limit

1im Vi 24U
8 0
i

Using equation (9), Vi can be written as
vV, = l'M 3 -M, + /(M ~3)2 + 124, )
i 6] &4y i i i

hence

1 2 2.2 2
Vg = = {(3'2M1)f1 &y +/(Mi—3) My + 128,

N

ol 2 a2 P
A//(Mi-fi) (Mi—-fi 3)7 4+ lei(l_fi/Mi) (Mi_fi)
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Dividing by f, and taking the limit as f{* 0 gives

i
un o= 2@y ¢ PTDED ¥ 64,2 4 )
£~0 T, * / 2
i i M,~3) + 12A;
1 1
Thus
lim c¢,n, _ A,
£70 i i= Ci[l *ﬁ Mi v, + My {(3—211.)
i (M-M,+V,) 7% +
GG [ U
- - . N
(Mi 3)(2Mi 3) + 6Ai(2 + p)
2
/ (-3 + 124, J
(since lim -3 ).
gr0 VitV

Substitution of equation (9) into the above expression
and simplifying, the following result is obtained

2 2

sl Gl -, [1 MM el (S Ai%

e 6V, - 3M, + M
i i i

4 (M?—M.+V X )2
1 1 1

Result 1 may be simplified further if the traffic is
offered to a direct route (first choice route) as such
routes are assumed to be offered Pure Chance traffic.
Consequently, A; = My = V4 = tk where tk is the pure
chance offered traffic to OD pair k on direct route k.
Thus we obtain by direct substitution into equation (11):

Result 2

For direct route k, the limiting cost per unit flow is
given by :

e [1+ (:k+2+2)] (12)
tk(tk + 3) .I

In order to try and predict the form of the User
optimizing chain flow pattern, two results have been
obtained which examine the properties of the cost per unit
flow functions. Result 3 shows that the magnitude of the
number of circuits per unit flow is always greater than
unity, and Result 4 demonstrates that the cost per unit
flow function on a direct route increases with an increase
in carried traffic, (offered traffic being held constant).
From these fwo results it is possible to show (Result 5)
that 1f the magnitude of the sum of the costs per circuit
for links on second and subsequent choice chains is always
greater than the largest value of the cost per unit flow
on the first choice chain of a given OD pair, then a User
optimized solution will have all flow on the first choice
chain of this OD pair (see (17)).

Result 3

The cost per unit flow on a link is strictly greater than
the cost per circuit. Equivalently,

05
= for £,> 0
£ bt
b
and
lim ni
fi+0 ?;-> 1 if fi =0 (13)

Proof: (i) For positive flow on link i the number of
circuits is always greater than the flow
since each term in equation (7) is positive.

(11) For £y=0, the limit given by equation (l11) is
always positive and greater than unity since
the second term of this expression is
positive. (This follows because
Ai > Vi > Mi > 0).
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Result 4

The cost per unit flow is a strictly increasing function
of the flow for direct routes when the offered traffic is
fixed.

Proof (Outline): It is necessary to show that the
derivative of the cost per unit flow function for direct
routes is positive.

Let A, = M, =V, = t and fi = F, then substitution into
equation (}) yields the following simplified formula for
the number of circuits on a direct route

(t - F) (14)

n=F-1+¢ [ 7
(t-F)" - (t-F) + v

where v = —é (t-F) (3 - t+F + Ar-F-3)% + 12e(1-F/0)P (15)
is the variance of the traffic overflowing from this
route. For convenience the squai. root term above may be
defined as X, i.e.

X = HAe-F-3)2 + 12¢(1-F/t)P

Rearrangement of equation (14) yields

(5 (t=F) —3+X) (L+5FF3%) Gl

_ [1+ 12 (£+2+2F+p) 1

]
It is now necessary to differentiate the above equation
with respect to F and to determine whether the resulting
expression is strictly positive. This computation has
been performed and the derivative is strictly positive.
(The details of this computation have been omitted as the
expressions are rather unwieldy).

Result 5

In a telephone network, if condition (17) holds for an OD
pair k, then a User optimized flow pattern for this net-
work will have all flow on the first choice chain m%.

c, B, < a c for j=2,...,m(k) (17)

Kk © i %43 S

where

[e]
[

= Cost per circuit on direct route k,

k

ey = C§St per circuit of link i on alternate route
m¥.
]

8, =k

LIS (I
F" | F = Maximum feasible flow on direct link

Proof: For first choice chains, the cost per unit flow

for the direct route is an increasing function of the flow.
Thus the cost per unit flow will have its maximum value
when FK is assigned its maximum feasible value, i.e.

o= -85

The cost per unit flow on the link of an alternate route
is strictly greater than the cost per circuit of that
link and hence

Ek - : ak E : bz ak
i £ %5 %071 %43 %

for j=2,...,m(k)
I k
Now, if § a;Cy is greater than the maximum value of the
cost per unft flow on the first choice chain, for j=2,
..,m(k) then

=k =k
P 1 for j=2,...,m(k)
Thus from Definition 4 in any User optimized flow pattern
it follows that there cannot be any flow on chains

k k
m2,m3,...,mm(k).
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3. SYSTEM AND USER OPTIMIZATION OF THE ADELAIDE NETWORK
3.1 SYSTEM OPTIMIZATION

In this study, two different sets of cost and traffic
data were used with the two versions of Berry's dimension-
ing formulae. Data for the first version of the model
specified 1141 OD pairs which connected 37 exchanges.
Four tandem exchanges were provided for the alternate
routes, Data for the second version of the model
specified 1892 OD pairs which connected 44 exchanges, and
once again four tandem exchanges were used for directing
traffic on the alternate routes. The network uses cross-—
bar group selectors which provide traffic with a maximum
of three possible choices.

In both optimizations, the starting point for iterations
was "all flow on the viable direct routes and all
remaining traffics assigned to second choice routes if no
direct route is supplied"., Iterations were terminated
after approximately 15 minuteg of CP time on a CDC

Cyber 74 computer. In this time, approximately 500 itera-
tions of the algorithm described in Reference 2 were
required to achieve a chain flow pattern which was
accurate to within one or two percent of the true System
optimal solution., In practice, there are several reasons
for not attempting to obtain a more precise solution.
Firstly, a System optimized network is very sensitive to
traffic overload, and this is considered to be undesirable
from a practical viewpoint. Secondly, the formulae use
circuit values which are continuous variables (for
theoretical convenience) and they must be rounded to
integers at the completion of the optimization process.
Experience has shown that very little change in the over-
all integer solution cost is made by continuing to refine
the accuracy of the solution. Finally, the convergence
of the optimization process is particularly slow near the
minimum and further application of the algorithm would
require a considerable computational effort which would
not yield any advantages in terms of the integer solution.

Table 1 summarises ‘the network costs for every twentieth
iterate for the two optimizations. In Table 2 a selection
of OD pair chain flows and their corresponding marginal
chain costs is presented for which Definition 3 has been
satisfied. (Examples have been chosen from the optimiza-
tion using the first version of the model, i.e. p=0).

Iterate Data Set 1 ($M) Data Set 2 ($M)

0 3.676 5.361
20 3.040 4.787
40 2.970 4,635
60 2.928 4,535
80 2.902 4.486
100 2.896 4,424
120 2.859 4.410
140 2.841 4.381
160 2.828 4.372
180 2.820 4,356
200 2.789 4,340
220 2.782 4.319
240 2.779 4.309
260 2.774 4.302
280 2.768 4,299
300 247763 4.296
320 2.758 4,292
340 2.754 4,288
360 2.750 4.285
380 2.746 4,284
400 2.742 4.281
420 217,39 4.279
440 2.736 4.278
460 2.731 4,277
480 2.725 4.277
500 2,725 4,276

Table 1 Iterates from the System optimization of the
Adelaide Network. (Both sets of data/models).
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oD iair C:;in ‘Fiiws <iil) Ma;iinal Cziin C;its
1 2 3 1 2 3

1 5.56 0.00 5.23 722.9 735.5  724.6
2 3:21 0.00 1.61 420.4 428.1  421.0
4 0.00 0.00 0€.85 Rkkkk 2508.0 2467.8
527 3.09 1.70 0.90 1196.9 1196.9 1285.6

556 0.00 14.70 0.00 685.7 645.9  746.7
636 1531:3 0.14 0.95 | 2565.6 2565.6 2565.6
697 0.00 0.49 0.00 dxkdk 3048.3 3230.5
T35 0.00 0.00 0.79 4162.5 3751.1 3631.1

*%*%% These OD pairs do not have direct routes.

Table 2 Selected OD pair chain flows and Marginal chain

costs for System optimized solution.
3.2 USER OPTIMIZATION

The computer program for determining the User optimizing
chain flow pattern for the Adelaide network was started
at the point "all flow on the viable direct routes - flow
on second choice routes otherwise'. The reason for
choosing this point is related to Result 5 from Section
2.3. A brief survey of the cost figures for the Adelaide
network revealed that this result applied to approximately
200 OD pairs, and thus by choosing this point the chain
flows for these OD pairs would be set and would not alter
during the computations. This meant that the program
could concentrate on those OD pairs which did not satisfy
this result and a User solution would be found more
rapidly than if it had started from some arbitrary flow
pattern.

A solution satisfying the User equilibrium conditions
(Definition 4) to within a reasonable tolerance was
obtained after 1% minutes of computer time on the CDC
Cyber 74, and 250 iterations. Table 3 gives the network
cost for each of the two optimizations at each twentieth
iterate. Table 4 lists selected OD pair chain flows and
their corresponding chain costs per unit flow.

Iterate Data Set 1 ($M) Data Set 2 ($M))
0 3.676 5.361
20 3.466 5.242
40 3.399 5.240
60 3.360 5.220
80 3r323 Sk 217,
100 3.278 5.215
120 352517 5.214
140 3.246 5.214
180 3.238 5.214
200 3.228 5.214
220 3.228 =
240 3.220 =
260 32|19 =

Table 3 Iterates from the User optimizations of the
Adelaide Network (both models).
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Chain Flows (Erl) | Chains costs per unit flow

OD Pair

LAl IBs D e & &
1 |10.79 0.00 0.00 | 426.74  446.72  450.41
2 4.82  0.00 0.00 | 259.33 353.18 310.58
4 0.00 0.85 0.00 | *%%k*x%  1578,48 1919.68
72 1.48 0.11 0.74 | 364.80 363.27  363.32
85 0.00 0.00 0.44 | **xk&x 1475,29 1467.95
201 2.73  0.00 0.71 | 681.41 721.65 681.37

259 0.00 0.06 0.03
1135 0.56 0.23 0.00

kxkkkx  4170.55 4170.75
2931.5 2931.46 3062.78

Table 4 Selected chain flows and Marginal chain costs
for the User optimization of the Adelaide Net-
work. (Data Set 1).

kkkkkk These OD Pairs do not have direct routes.

4. COMPARISON OF SYSTEM AND USER NETWORKS

It is interesting to note that the User and System
optimized networks exhibit a number of important features.
In both studies the unrounded costs of $M3.22 and $M5.21
for the User optimized solutions were further away from
the unrounded costs of $M2.73 and $M4.28 of the System
optimized solutions than had been anticipated from results
with smaller networks (see Ref. 1). The rapidity with
which the User solution was obtained, demonstrates the
possible potential which this type of optimization has

for iterating towards a System optimized solution.

An important comparison between the User and System
solutions concerns the relative numbers of unused links
required in each type of network. For the first set of
data, the User optimized solution had 35 links on the
alternate routes which were unused, while for the System
optimized network there were only 20 unused links.
Furthermore, there are only 7 of these links which have
been rejected by both optimal solutions. One very obvious
feature which is common to both solutions is that they
have almost invariably been rejecting the first -link of a
second choice chain, i.e, link 2 in Figure 1.

Chain Route (A-B)

w N
w
RN )
—
w

Table 5 Chains for Figure 1

This feature appears to be very significant and a number
of suggestions have been put forward to explain this
result, Firstly, an examination of the relative costs of
the second and third choice chains tends to indicate that
the third choice routes have lower costs per circuilt than
expected in practice. Secondly, third choice chains tend
to be attractive for flow because they provide traffic
with the opportunity to combine with traffic from as many
as ninety origin-destination pairs. This effect has
tended to draw traffic away from the second choice routes
also, and hence the overall effect on the network is to
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provide first and third choice routes and limit the
provision of links on second choice chains to OD pairs
which have relatively expensive first choilce routes.

Table 6 compares the costs of direct and alternate routes
in each of the optimal network designs. It will be clear
from this table that the System optimized networks make
more efficient use of the alternate routes, while the
User solutions make more extensive use of the direct
routes, i.e. the User solutions fail to recognise the
advéﬁtages of bulking traffic on the alternate routes.

A question of considerable importance concerns the
uniqueness of the User optimal solutions obtained in this
study. It will be evident from Result 5 in Section 2 of
this paper that a network which satisfies condition (17)
for all OD pairs will have a simple unique solution.
However, in practical networks such as the Adelaide Net-
work, only 209 of the 1141 OD pairs in Data Set 1 satisfy
this Result, and this raises the question of uniqueness
for such a network. It is necessary to consider the
uniqueness of the link flow pattern in the network, not
the chain flow pattern, as it is well known that in
general, many different chain flow patterns can give rise
to the same link flow pattern. Preliminary investigations
into the uniqueness of the User solution for the Adelaide
Network have tended to suggest that there is only one
link flow pattern which produces this solution. For
example, when the User optimization process is started
from a link flow pattern which has a lower cost than the
User solution, it is found that User optimization applied
to this pattern results in a return to a link flow
pattern which resembles that obtained in the original
User optimization., Investigations which have been
carried out on this network have so far failed to find
any other User optimized link flow patterns, although it
is intended to pursue this point further in due course.

Data Set 1 System Optimal | User Optimal
Costs (Rounded) Solution Solution
($) (%)
Direct Routes 1,755,054 2,504,742
Alternate Routes 991,342 714,523
Data Set 2 System Optimal User Optimal
Solution Solution
d
Costs Rounde (%) (3)
Direct Routes 1,909,805 3,705,576
Alternate Routes 2,464,680 1,534,814

Table 6 Comparison of System and User Optimal Solution
Costs for Direct and Alternate Routes.

5. CONCLUSIONS

In this paper two concepts of optimality have been
applied to Berry's model for dimensioning alternate
routing networks. Experience with small networks had
suggested that the User optimized network cost differed
from the System optimal network cost by one or two per-
cent. The results of applying these concepts to a large
realistic network, presented in the foregoing discussion,
show that the difference in network costs is greatly
increased, and the design of the User network is
radically different from the System optimized design.

Results presented in the earlier sections show that a
User optimized solution to the Adelaide Network was
achieved more rapidly than a corresponding System
optimized solution. (This is largely due to the fact
that the costs per unit flow are simpler to evaluate than
the marginal chain costs). Although the User optimization
is more rapid, it is now clear that the speed of this
method 1s not an advantage in obtaining a "near optimal"
System solution because of the large differences in cost
and design of the User optimized network. As a result of
this observation, other methods of rapid System optimiza-

tion have begn tried, and the al%orithm of Reference 8
has proved to be quite successful.
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Although the ultimate aim of network planners has been to
produce a minimum cost alternate routing network, there
may be some advantages in considering network designs
similar to those produced from User optimization. For
example, System optimized networks are very sensitive to
overloads since circuits are operating at high effi-
ciencies, however, a User optimized network is not as
sensitive to overload and circuits are not operating at
such high efficiencies in the alternate routes. Further-
more, the User solution tends to relieve the strain of
high traffic loads on the tandem exchanges, and this may
be considered desirable in exchanges which are nearing
their designed capacities.

6, ACKNOWLEDGEMENTS

The author wishes to express his appreciation for the
guidance and encouragement given by Professor R.B. Potts
and Dr. L.T.M. Berry of the Department of Applied
Mathematics, University of Adelaide. Thanks are also
due to Dr. C.W. Pratt and Mr. K.D. Vawser of Telecom
Australia for many useful discussions.

7. REFERENCES

1. Harris, R.J., "Concepts of Optimality in Alternate
Routing Networks", 7th ITC, Stockholm, June 1973,
reprinted in A.T.R. Vol. 7, No. 2, 1973.

2. Harris, R.J., "The Modified Reduced Gradient Method
for Optimally Dimensioning Telephone: Networks', in
A.T.R. Vol. 10, No. 1, 1976. .

3., Wolfe, P., "Methods of Non-Linear Programming", in
Recent Advances in Mathematical Programming (Graves
and Wolfe ~ editors), pp.60.

4. Berry, L.T.M. and Harris, R.J., "A Simulation Study
of the Accuracy of a Telephone Network Dimensioning
Model”, in A.T.R. Vol. 9, No. 2, 1975.

5. Berry, L.T.M., "An Explicit Formula for Dimensioning
Links Offered Overflow Traffic', in A.T.R. Vol. 8,
No. 1, pp.13-17, 1974.

6. Berry, L.T.M., "An Application of Mathematical
Programming to Alternate Routing", A.T.R. Vol. 4,
No. 2, 1970, pp.20-27.

7. Rapp, Y., "Planning of a Junction Network in a Multi-
Exchange Area. I. General Principles', Ericsson
Technics, Vol. 20, No. 1, 1964, pp.77-130.

8. Harris, R.J., "Concepts of Optimality in Alternate
Routing Networks", Thesis for Ph.D., Adelaide
University, 1974.

Discussion

C.W.A. JESSOP, Australia :

(4) The papen states that the cost of a final choice is
Less than expected in practice. Please explain how
this circumstance eventuates.

(44) What method do you propose fon manual adjusitment of
the optimised network should this be necessary due o
changes in traffic Levels on nedwork congigurations.
In particulan ensuring that 0D grades of service are
maintained.

R.J. HARRIS, Australia :

() 1In the finst data set it has been found that some
relay set costs have been omitted in some insiances
and also, allowance was not always made for the
heavier gauge cable nequired fon final choice routes.

{id)  (a) Fon changes in tragfic Levels T would suggest
that the chain §Rows which ane affected coutd
be increased (on decreased) in propontion to
the changes in these fLevels. Iterations could
then be necommenced from this new "nean
optional" point and teaminated when a suitable
accuracy had been obtained for the new minimum.
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(b) Several diffenent types of changes in network
sThuctune are possible. Finstly, if the routing
Strategies fon particular 0D pairs are to be
altered T would suggest that the ofd chain §Lows
could be used as a starting solution in the new
network arrangement (where possible).

Once again, iterations would need to be pern-
gormed in ornden to he-optimize the network.
Secondly a new exchange (on group of exchanges)
could be added on deleted. 1In such a case, the
extent to which this change affects the netwonhk
would be a prime facton in determining the best’
way to proceed. 1§ changes were exiensive it
may be more practical to nestant the entine
optimizing process grom the beginning. For minon
alterations 41 should generally be possible to
netain old values of the chain §Lows and simply
ne-assign these valfues to the new routes and
recommence Lterations until a sufgiciently
accunate solution has been cbtained.

C.W.A. JESSOP, Australia : In Section 4 Para. 5 you state
that User optimised solutions §ail to recognise the
advantages of bulking traffic on alternate houtes.

However this method rejects 141 Alternate hroutes in favour
of bulking traffic on the §inal routes. Could you explain
this apparent contradiction please.

R.J. HARRIS, Australia : Both sofutions recognise the
advantages of bulking the traffic in the alteanate routes
and the differences ane Largely differences in deghee,
{.e. In the System optimised network, extensive use ib
made of the alternate nouting section of the network;
while in the Usen solution the majonity of the traffic
remains on the §irnst chodee noutes and the remaining
Iraffic §Lows onto the route with the most attractive cost
per unit erfang - which would appear to be the third
chodce chain in these particulan insitances.

MUN CHIN, Australia : How does the Chain Flow method
compare with the traditional method ({.e. Pratt et al) in
Zerms of computing time.

R.J. HARRIS, Australia : (Adelaide Network) At each
iternation step of the System optimization process it is
necessany to dimensdion the network grom the curnrent chain
§low pattenn, this process takes 0.2 seconds CPU time on
a Cyben 74 computer. Fon the same computer, one dimen-
sdoning siep in the conventional apphroach can tahke grom 15
Zo 30 seconds £o perform depending on the methods used to
determine variances and equivalent random thaffic
parametens.

M. ANDERBERG, Sweden : You state <n Section 3.1 of your
paper that the iterative process took approximately 15
minutes of CP time, and then you awviived at a solution
which was 1-2% from the tue System optional solution.

- How {8 this true solution defined.

- How Long will it take to find the tae sclution
fon the studied netwonk.

R.J. HARRIS, Australia :
(4] A "true System optimized sclution satisfies
equations (5] of my paper given as Definition 3.

(4} In general, a non Linearn programming algonithm wife
not necessarily converge to the exact minimum in a
ginite number of iterations although at each
Atenation the new chain §low pattern will dedine a
netwonk of Lower cost. 1t is possible to compute
a Lower bound on the value of the minimum cost from
duality theony of non Linear programming. In
practice, it 44 hecessary 1o terminate computations
once the difference between.the cuwmrent cost and
Zhe estimate fon the minimum is Less than a
presenibed figune.
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W. LORCHER, Germany : In your paper you compaie {wo
optimizing principles : System and user optimization. You
compare Zhese two principles by means of a real network
and you obiain differences of about 15% with respect to
zthe costs.

My question is:

Have you compared these resulits also with nesults obtained
by conventional methods.

R.J. HARRIS, Australia : I have compared my results with
the conventional methods using Data set 2 but the com~
parisons should be treated with caution for Iwo reasons:

(4) The two models have different grade of service
cniteria and it 48 difficult fo assess the OD grades
of senvice from the conventional model.

(4) The conventional methods minimize 0D costs in a
"eompetitive" manner which is nelated to the concept
0f Game Theoretic Optimization discussed in Ref. 1.

The nesults of this comparison show that the cost of a
conventional network falls about midway between the System
and User solutions. A number of interesting observaiions
can be made concerning the comparison between the System
and the conventionally optimized networks. In particulanr,
the numbers of direct route circuits were roughly com-
parable in the 7 networks, and hence the direct route costs
are comparable but the cost of the alternate routing
netwonks differed by about §-10 percent and circuits were
assdgned to Links in different ways. 1In some particular
cases gon Berny's model thind choice houtes had mone
clreuits than the conventional approach - for reasons
cited in Section 4.

A.H. FREEMAN, Australia : In Australian metropolitan
netwonks the use of noutes X-B has generally been avoided
because it makes optimisation using cost factors unstable.
As your nesults show that A-Y noutes are often not
provided in this particulanr network there may be savings

Ain allowing X-B noutes. What do you expect in terms of
Ancreased computen time and possible non uniqueness of
solutions if Zhis nouting is permitted in your optimisation
procedure.

R.J. HARRIS, Australia :

(L) 1% {6 possible that X-B noutes may be advantageous
in this situation. The input data requires that
the network nouting pattern must be specified §or
the optimizing model thus we would need £o rerun
the System optimizing progham to establish the new
solution and determine whether such houtes would be
mohe attractive to fLow than A-Y noutes.

(4] 1§ we retain the nequirement of 3 choices fon
thaffic grom a given 0D pair computing times would
not vary greatly from those which wene obiained
incorporating A-Y noutes. 1§ we perwnit all 4
possible nouting strnategies the computing times
would probably increase by about 20 percent per
Lteration of the System optimizing algorithm.

(LLl)  One of the difgiculties of a non Linear programming
gormulation is that optimizing algonithms may not
necessanily Locate the global optimal solution if
the objective function &5 non convex. As some of
the Link cost functions in the dimensioning model
are not convex with respect to the chain §lows it
45 not clean that the total network cost will
necessanily be convex. Studies of the total network
cost fon networks with A-Y nouting permitted have
not indicated non convexity in the objective
gunction when Data set 1 was employed. We have not
done any studies on the use of X-B nouting and 40
we cannot comment upon the possible existence of
mubtiple solutions due to non convexity of the
objective function.

J. HARRINGTON, Australia : I nefer-to Section 5 of the
papen in which it is suggested that the nuwoﬂk wo%td
siand up to overload conditions betten under "User”
optimization than it would under "System” optimization.
1 do not disagree with this but 1 suggest a more economic
sofution would be to build up the §inal noutes, Links 3,
4 and 5 of §4g. 1, of the "System" optimized solution.
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This might result in unequal but improved overall grade
0f service for most traffic parcels. This would not be
undesinable because T suggest there is no real merit 4in
designing for equal end Zo end grade of service for all
thagdic parcels as the customer is more Likely to assess
the senvice provided by the telfephone network on the
netwonks ability to handle, successfully, the §irnst nepeat
attempt call aften congestion was encountenred, than he
would be on knowing the network was designed fon overall
grades of service of 1 4n on 100 on 1 4in 200, efe.

Could you comment please.

R.J. HARRIS, Australia : I am agraid that 1 cannot agree
with your statement concerning the "Zack of menit” in
using end to end grade of service for at Least two reasons

(L} The conventional approach of specifying grades
04 senvice on backbone routes ensures that all
0D pairns get service of better than (orn equal
to) that grade of service. 1In fact, if the
majornity of the tragfic parcels are carrnied on
the earnly chodice routes, then there i85 almost
no Loss forn such parcels. This must result in
more circulits being provided overall than a
method which dimensdions fon 0D ghades of service
and thus 1 suggest there are economic advantages
An applying the principle of end to end grade of
servdce.

(44) T also suggest that subscribers are unable o
distinguish between grades of Aervice of 0.01 on
0.005 (say} under nommal conditions. Furnthermore,
Berny's model gives the planner the opporntunity Zo
specify end Zo end grades of service for particularn
0D pains, thus it is possible to design a network
whene these 0D pains have different grades of
servdice fo meet particulan hequirements.

1t is not clean from your comments how you propose
Lo "build up" the backbone routes from the System
optimised solution. Presumably this must be done
in some negularn and ondered way which avoids
specifying circult quantities which does not fLead
1o Lange imbalances in 00 grades of service - such
as the present conventional Ascheme.

There are many possibilities which could be
consdidened in ornden to reduce the sensitivity of
the System optimized network %o overload. One
suggestion L8 to neformulate the constraints of the
model in such a way that overload is considened
explicitly: e.g. A certain pencentage increase 4in
of fered traffic Load should not result in de-
ghadation in 0D grade of service of more than a
specdgied value, and then §ind a network optimal
solution for this condition. An alterwmative
suggestion Lnvolves the provision of service
protection rnoutes forn those 0D pains which would
notmally be offened to the backbone routes onfy.

J.S. HARRINGTON, Australia :
(4) Ane the costs given Ln tablfe 1 for integen value
of clreuits?

(i) Do the unrounded costs in Section 4 paragraph 1
nefen to cosits for non-integern cireult values?

(4L} What is the reason for the small cost diffenrence,
fon data set 2, between the values given Ln
Section 4, paraghaph 1 and those given in table 6.

R.J. HARRIS, Australia :
(i} The costs given in Table 1 nefer to unrounded
cineult values.

[ii) Yes, the unnounded costs in Section 4 para. 1 do
reger to cosits for non-integern cireudt values.

[iiL) A typographical ernon in paragraph 1 is nesponsible
for the cost difference. Please note that the
gigures glven in Table 6 arne the connect figures.
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J.S. HARRINGTON, Australia : Refer please Zo Section 4
paragraph 2. 1 would Like to make a comment on the
nejection of the second choice houte - Link 2 of §4g. 1,
in preference 1o the thind chodce noute - Links 3 and 4
of §4g. 1. The probability of this occwviing increases:

(4} a8 the cosi of the fwo paths Zend towards one
anothen,

(L) 4§ the own area Zandem is an XY tandem as againsi
an 'x' and a 'Y'. (d{.e.) one infet as againsit
two plus a R/S.

BIOGRAPHY

(iid) As the efficiency of the final route Ainereases
“ {mone offered tragfic and full avaiLabi ity
switehing).

iv) As the numben of terminals served by a 'Y! Zandem
decreases, i.e. more 'Y' tandems.

R.J. HARRIS, Australia : In genenal I would agree with the
varnious possibilities which you suggest, in gact all of
‘them appear £o be evident in the netwoik which 1 have
considered. Note howevern that (£) occurs as a condequence
of possibility (i) in your List of suggestions.

R.J. HARRIS graduated from Adelaide University with a B.Sc. (Hons.)
degree in 1971 and commenced work for the degree of Doctor of Philosophy
early in 1972 under the supervision of Professor R.B. Potts and

Dr. L.T.M, Berry. His field of research involved the study of optimiz-
ation techniques and their applications to alternative routing networks.
In June 1973 he presented a paper at the Seventh International Teletraffic
Congress which was based on his post-graduate research. In January 1974
he completed hls thesis and joined the Australian Post Office as a
Research Officer in the Traffic Engineering Section of Central Office,
where he is continuing his research into telephone network optimization,
dimensioning techniques and other traffic engineering problems.
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A Method for Determining Optimal Integer Numbers of
Circuits in a Telephone Network

L. T. M. BERRY

University of Adelaide, Adelaide, Australia

ABSTRACT

For a given telephone network, there exist many different
junction allocations which achieve specified overall
traffic congestions between each pair of exchanges. This
paper considers the problem of finding a Minimum Cost net-
work, that is, a network which satisfies the performance
criterion at a minimum total junction cost. Previous
models have relaxed the integrality condition on junction
numbers.

1. INTRODUCTION

The minimum cost telephone network problem has been form-
ulated as a mathematical program [1,2]

Minimize C(h)
i (k) N
h o= btk 5 k=1,...,K. (1)

h 2 0.

The variable h: is the mean carried traffic on the jth
route (or chain) between the kth origin-destination

pair of exchanges. There are j(k) distinct permiss-
ible routes for OD pair k. A feasible point h, with
non-negative elements h?, represents a chain flow patt—
ern on the network with the property that for each 0D
pair k the sum of the carried traffic is a prescribed
fraction Y of the total offered traffic t*. The
planned 0D traffic congestion g* (=1-b*) may be chosen

to give different performance priorities to the OD pairs

For a full availability network, a mathematical model has
been developed {1,3] which gives the number of circuits

n required on the links of the network as a function of
the chain flow pattern h. C(p) is the total circuit
cost. The nonlinear program (1) has been solved using
cost and traffic dispersion data for the Adelaide metro-
politan network. Two successful solution techniques
have been reported [L,5]. Both approaches assume n is
a continuous function of h and require some kind of
rounding to integer numbers at the completion of the op-

timisation.

Whereas previous optimisation methods have relaxed the
integrality condition on the number of circuits, this
paper describes a method for determining optimal integer
numbers of circuits.

2. PROBLEMS ASSOCIATED WITH THE DIRECT INTEGER FORMULA-
TION

As an integer program, with variables 1n; denoting the

number of circuits on link i, the minimum cost problem

may be formulated

Minimize c¢'n

I n(n) = vhex (2)
j=1

nz0

n; integer.

It is usual to consider constant costs per unit circuit,
HlIT Thus the objective function representing total
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circuit cost, unlike that in (1), is a linear functicn.
On the other hand the performance constraints lose the
simple form of (1) and are nonlinear functions of 1y .

The techniques used to solve (1) were successful be-
cause of the echelon-diagonal structure of the linear
chain flow constraints. Not only are the corresponding
constraints in (2) nonlinear, there is the added diffi-
culty of having a non-convex set of feasible n. This
undesirable property is illustrated by the following ex-
ample. Consider a network with a single OD pair,
having two routes to the destination D. Let the com-—
ponents of n denote the number of circuits on links 1
and 2 respectively. If the point (n,,0) gives the
required OD congestion Ea‘(tl)*, by symmetry (O,n;)
is slso a feasible point. But as

B, (t1) # 2B, /2 (t'/2)
the point n = (n;/2, n;/2}) is not a feasible point.

Let us next consider the functions h?(n). Assuming
random traffic t¥ is offered to Jjunctions on the
direct route for OD pair k, 'the functions hﬁ are
readily obtained from the Erlang loss formula

vt (n) = [1 - E, (£5)]t*. (3)

The non-randomly distributed overflow calls offered to
second choice routes of the network compete for access
to common links and produce the chain flows b(n). But,
although it is possible to estimate the total carried
traffics on the common link (for example by application
of the equivalent random method) this total cannot be
apportioned to the individual streams with sufficient
accuracy. Similarly no sufficiently accurate model
exists at the present time to allow hg(g) to be de-
termined as a function of the jungtion vector n.

It is concluded then, that a direct formulation in terms
of numbers of junctions leads to problems of considerable
difficulty. No general purpose integer programming al-
gorithm exists at the present time for solving large lin-
ear progrems. We have a large nonlinear program for
which the constraint set is non-convex. In addition,
there is the further problem that although n may be
determined as a function of h the inverse function is
not known. N

3. AN EXTERIOR PERIODIC PENALTY FUNCTION TECHNIQUE

It was observed, when solving problem 1, that rounding
the junction numbers to integer values at intervals of

20 successive iterates gave a monotonic decreasing se-
quence of total cost values for the first 100 iterationms.
This suggests that the nonlinear function C(g) is 'well
behaved' and that a reasonable approximation to the solu-
tion to problem (2) may be found by solving (1) and
rounding-off circuit numbers to the nearest integer. It
may be thought that a safer approach would be to round-up
n; to the next integer.

To examine the sensitivity of 0D congestions to changes
of 1 eircuit on the last links of final choice routes a

number of simulation tests were made with a 12 0D pair
alternative routing network. It was found that increas-
es of 1 circuit on selected links could result in an in-

* Erlang loss formula
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crease in traffic congestion of 20% or more for certain
0D pairs. Thus rounding-up n (obtained as a function
of n*, the solution to (1)) breaks the performance con-
straints. We consider an alternative approach. %

Problem (2) is equivalent to

Minimize C(h)
i (%)

T onS = R ko= 1,....K. (%)
i=1
B 20
]
n = (Q(b))i integer.

To maintain feasibility we must consider only those chain
flow patterns h for which 1n; are integers. The
author recalls the €ifficulty of finding, by tedious ad-
justments, a set of flows h dutring a simulation experi-

ment in which the calculated numbers of circuits were re-
quired to be integers (to within 2 decimal places).

Instead, the integrality constraints are incorporated im-
plicitly in a penalty function ¢(n; ) which adds a posi-
tive value to the objective function whenever some 1 is
not an integer. That is, we replace (L) by

i
Minimize C(h) + } p ¢(n (n)) (5)
i=1
ITONN
1 h = L Rk =1 ke (6)
j=1
n oz o0, (1)

I %being the total number of links in the network. The
parameters p; are simply non-negative weights.

Clearly, the function ¢{(n; ) ‘must be periodic, with per-
iod 1, and it is desirable for ¢ to achieve a maximum
value whenever the fractional part of n; is 0.5. In
this paper results are reported for the case

o(n; ) = sin’mny . (8)

Let S be the set of points satisfying (6) and (7), and
define

I
F(p) = min.[C(h) + | p ¢(m ())]. (9)
pcS i i=1

Suppose, for some sequence of p values with each com-
ponent p; tending to «, that F(g) approaches a fin-
ite value L and that this value is achieved by the point
h*. It is clear from (9) that each n; must be integ-
tal otherwise ¢(n (h*)) is positive and F(p) could be
made arbitrarily large. It should be noted that in gen-
eral L is not unigue, that is, two different sequences
of p values may be chosen giving different limiting
values.

Before outlining the proposed solution procedure in full
detail the following simple example is given to illustra-
te certain difficulties.

n(x-1.5)2 (10)

x integer.

Minimize
Equation (9) gives for each p the unconstrained minimiz-
ation problem -

F(p) = min.n{x-1.5)%+p sin®mx. (11)

A necessary condition for a stationary point is that the
derivative with respect to x of the objective function
for the unconstrained problem be zero. That is,

3 - 2x = p sin 2mx. (12)
It can be seen from fig.l that the solution to:(12) is

not unique, its value depending on both the starting point
for the minimization and the sequence of values for p.
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sin 2mx

« 2,0 - L3

Fig.1l Graphical solutions to equation (12).

For the case p=1 there are two points satisfying (11).
If we choose our starting point for the minimization less
than 1.5 we are likely to obtain the solution x¥ = 1.422
(4 sig.figs.). Solving (11) for increasing values of p
we approach the value x*=1, a solution of (10). Table
1 shows the convergence with a sequence of increasing
values of p.

D . 3 i 10 100

i 1 2 3 L 5

x* { 1.k22 | 1.289 | 1.231 | 1.015 | 1.002

Table 1 A sequence of values of p giving convergence
to a solution of (10).

It is clear that as p increases the number of solutions
to (12) increases; many of these solutions correspond to
local minima of (11). For example, with starting point
x = 15.% and p = 10,000 Powell's algorithm finds the
solution x*=7, a local minima of (11). To solve the
above problem it is necessary to start either with a
small value of p or an initial value of x near the
point x = 1.5 (the solution to the continuous problem,
i.e. p=0).

We now consider problem (2). The proposed approach is to
find a near-optimal solution to the program given by (5),
(6) and (7) with p; =0 for all i. This point is then
taken as our initial point. The parameters 1p; are in-
creased to some small positive value and a new point de-
termined by applying the minimization algorithm (in our
case the Gradient Projection algorithm) for a selected
number of iterations. p; are subsequently further in-
creased and the procedure repeated until the solution vec-
tor h leads to values of n; sufficiently close to in-
tegers.

It is reasonable to expect, in many applications, that the
objective function is roughly quadratic near its minimum.
The technique described provides a means of moving to an
integer point near the point which solves the continuous
problem. In other words, for our problem, the tech-
nique provides an automatic means of adjusting flows on
links of the network to obtain integral numbers of cir-
cuits. We are able to use the same minimization algori-
thm which solves (1), only minor changes in the objective
function and gradient subroutines being required.
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It is interesting to contrast the technique with the se-
quential unconstreainted minimization techniques proposed by
Fiecco and McCormick [6]. The approach is an exterior
penalty function method, that is, feasibility (n; integer)
is not maintained. A sequence of points is found converg-
ing to a feasible point. The auxiliary function, however,
is not monotonic. We have a periodic auxiliary function.
AMlso, whilst it is usual to obtain a sequence of minimiz-.
ing points, i1t has been found that it is not necessary to
solve (9) to find minima for each p.

4, RESULTS

The telephone network considered has 1141 0D pairs with
T55 direct junctions and 212 overflow junctions. The
mathematical program has 3,037 variables hf, 1141 per-
formance constraints and 967 integrality constraints.

With very large non-linear programs it is not usually poss-—
ible to achieve the optimal solution. Some convenient

stopping criterion must be determined. Let
& = min(f; ,1-1; ) (13)
where f; 1is the fractional part of n . The algorithm

is terminated when the following inequality is satisfied

1
s(d) = 4 <k (1)

i=1

The value of S(d) gives a convenient measure of the

'distance' from an integer point n.

If the number of circuits in the network is large we may
expect, for a continuous variable optimisation, that the
values ¢ are approximately uniformly distributed be-
tween 0 and 0.5 with mean 0.25. Hence S(d) would
have an expected value 0.25I. In our case this value is
241.75. The constant X=7 was arbitrarily chosen in the
optimisation.

The objective function has a maximum value greater than
$4,000,000 (corresponding approximately to all flow on
overflow routes). It is known from previous computation,
for the continuocus problem, that the minimum value is
approximately $2,800,00. The starting point for applica-
tion of the solution technique outlined above gave a total
circuit cost of $3,325,469. The parameters p; were set
to the same value, PY, for all direct circuits and also
a common value PZ for all overflow circuits. After 300
iterations with PY=1$5, PZ=10, a point was obtained for
which S(d) was 138 (compare 241.75) corresponding to a
circuit cost of $2,872,685. This indicates simultaneous
movement towards an integer point n and a decrease in
cost. This last point. was stored and a number of differ-
ent strategies considered for choosing successive values
of PY and PZ. The most rapid convergence was obtained
with the following approach. PY was increased to 1000,
PZ remaining 10 and a further 10 iterations performed.
This forced n; close to integer values for direct cir-
cuits. Minor adjustments were then made to the flows on
direct routes to achieve integer numbers of circuits acc-
ording to the Erlang loss formula. These flows (hﬁ)
were maintained in subsequent iterations. PZ was next
increased to 1000 and after a further 49 iterations the
stopping criterion was satisfied, S(d) being 6.98.

The final point had a cost of $2,967,533 made up of a cost
of $1,677,093 for direct circuits and $1,290,440 for over-
flow circuits. Theoretically the assigned OD congest-
ions are satisfied, and the mean deviation of the values
n; from integer values is 0.007. The savings achieved
($L06,069) represent a decrease of approximately 12% from
the starting point. A comparison of the values, at the
300th and 359th iteration, of n; for the first 100
overflow circuits is given in Tables 2a and 2b.
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4.8 37.5 34.2 30.5 21.2 36.8 71.0 51.6 43.7 38.1
k5.0 32.8 8.1 61.0 49.5 6L4.0 63.8 13.7 27.9 54.1
66.7 61.3 13.7 55.1 32.3 T4.7 32.2 6L.L 82.7 57.6
15.2 28.2 k.2 21.7 35.5 34.6 32.5 34.4 75.3 1k.9
20.6 22.0 7.9 16.0 2.0 62.2 16.8 6.6 17.3 5.9

2.4 30.2 0.0 5.4 0.0 2.3 20.6 0.9 0.0 0.0
10.7 12.3 8.1 8.0 5.7 0.6 27.9 17.7 13.5 0.3

0.5 17.5 3.8 10.2 0.0 3.2 30.1 0.0 3.6 0.0

2.0 13.7 2.9 5.5 1.0 9.5 12.1 40.3 6.5 9.2
15.3 8.6 L. L 7.9 27.9 21.5 3.2 19.8 13.7 12.7

Table 2a Values for overflow link numbers n; (i=1,..,100)
at iteration 300.

6.0 39.0 29.0 31.0 17.0 36.0 68.0 51.0 43.0 39.0
40.0 27.0 8.0 39.0 45.0 68.0 58.0 14.0 26.0 53.0
59.0 46.0 12.0 39.0 27.0 73.0 28.0 46.0 80.0 43.0
1h.0 2k.0 2.1 22.0 33.1 26.9 29.9 3k.9 65.0 15.0
21.0 20.0 8.9 8.0 3.0 43.0 17.0 7.0 9.0 6.1

4.0 16.0 1.0 5.0 0.1 1.0 21.0 1.0 0.0 0.0

5.0 7.0 8.0 5.0 5.0 1.0 28.0 18.0 1k.0 0.1

1.0 16.0 4.0 8.0 0.1 1.0 30.0 1.0 4.0 0.1

2.0 13.0 3.0 6.0 0.0 3.0 10.0 38.0 7.0 10.0
15.0 9.1 44,1 7.0 20.0 20.0 4.0 21.0 15.1 13.0

Table 2b Values for overflow link numbers n; (i=1,..,100)
at iteration 359.

5. CONCLUSIONS

A technique has been described for determining the optim-
al integer numbers of circuits in an alternative routing
network, subject to the constraint that each pair of OD
exchanges in the network experience a prescribed traffic
congestion. The problem formulated as a nonlinear pro-
gram has the structure

Min. f(x)

g (x)) @) o (15)

A

b integer,
where -H"(§) is not known, but x = H(y) is known.
The problem was reformulated as

1
Min. £(H(y)) + [ m ¢((H(x)))
i=1
- (16)
g(y) () v,

whére ¢(t) is an appropriate periodic penalty function,
and the parameters p; are increased during the minimiz-
ation. Although the choice of both a sequence of p;
and the number of iterates between changes in their val-
ues is somewhat of an art, it has been demonstrated using
real data that the method converges satisfactorily.

An extension of the method to restrict the number of cir-
cuits for each link to multiples O,L,2L,... may be acc-
omplished by choosin% a suitable function ¢ with period
L, for example sin®wn/L.
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Discussion

R.B. LEIGH, U.K. : Quite nightly the paper takes into
account monetary as well as circult savings. My question
concerns this aspect and 44 4in three pants:

(4 Why in your presentation did you assume the over-
§Low junctions to be half the price of dinect

(i)  In Section 4 of the paper what account has been
Zaken of cireuit group modularity in assessing
eineudlt costs, and

[4id) Whene does the tandem switching cost entern the
equation.

L.T.M. BERRY, Australia : ({} In the example each over-
§Low chain cost was $102 per circuit. The direct Links
had a cost of $100 per circuit. These costs were chosen
anbitnanily (with overnflow route costs sLightly greaten
than direct noute costs) only to iLLustrate that network
cost 48 a function of the chain §Low pattern. ({i) The
actual cost data used in the study of the metropolitan
Adelaide network was provided by the Adefaide thafgic
engineerning section of Telecom Australia. A constant
average cost per circuit on each Link was assumed the Last
paragraph of the paper indicates how circuit numbers may
be nestrnicted to modules in the optimization. A constant
cost pen modufe could be assumed in the formulation. (LiL)
The tandem switching costs wenre included in the circult
costs., (Mr. Leigh was introduced to Ma. K. Vawser for
§inen detail).

G.D. BOLAM, Australia : In your analysis you seem to
Lgnone the cost of the tandem exchanges, for example you
quoted $100 for a direct cireuit and $51 forn an alternate
cirneuit. The cost of an exchange building (and Land)
could contrnibute mone than $1000 per alternate cireult :
Ztaking this into account would seriously altern your
conclusions. The cost of switching equipment is addi-
tional. The cost of providing an additional Zandem
exchange in Melbowrne would be quite prohibitive at the
present time s0 an upper Limit on alternative routes
should appean in your caleulations. Please comment.

L.T.M. BERRY, Australia : PLease refer fo the answer given
2o Mr, R.B. ledigh's question. The above costs were
arbitranily choden simply to iLRusirate that network cost
is a function of the chain low pattern. The actual cosis
used when the model was applied to the Adelalde telfephone
network wene realistic costs - provided by the Traffic
Engineening section of Telecom Australia. These costs
Lncluded switching costs at tandems.

The model takes a §ixed network topology, i.e. the routing
patienn and tandem exchanges are fixed. We do notconsiden
the provision of additional tandems.

R. KRISHNAN IYER, Australia : In your paper you have
briefly described an approach to integer optimization.
Anothen approach to integen (discrete) optimization is
Dakin's Trhee Search ALgonithm (modified by Bandler and
Chen) which begins by §inding a continuous solution. 1§
zthe solution {8 non integer, partitioning is introduced
and conresponding constrnainits added. The process continues
until an integen (discrete) solution within some Limits is
obtained. We have worked with this approach and have
found that there is good convergence. 1Is it possible to
apply such an approach to your model.
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L.T.M. BERRY, Australia : No, for the following reasons.
To apply either a trhee search on branch and bound
algornithm it would §inst be necessary to formulate the
problem completely in terms of the numberns of circudits
ni. However no satisgactory model is known which gives
the 0D traffic congestions as a function of the veeton
0§ cincult numbers n. Apant from this, there are the
added difficulties that these constraints are non-Linear
and define a non-convex negion of feasible solutions.
The non-fLinean proghamme L4 also very Large.

The §ormulation consdidered has both continuous variables h!j
nelated Einearnly to 0D congestions and discrete variables
ni. When the constraints involving ni are incorporated
in the objective function it is possible to solve very
Large minimum cost problems by eithern of the methods given
in nefs. {4) and (5).

J.P. FARR, Australia : In the results presented in your
paper have you caleulated the variance 0§ traffics offered
to the alternative routes before computing the circults
nequired on these noutes? 1§ not, the trhaffic congestion
will not be identical §on each onigin - destination pair
as you have claimed.

L.T.M. BERRY, Australia : The ddimensdioning model described
in neferences (1) and (3) uses both means and variances of
rnaffic in the network. The accuwracy of the modelf s
discussed in neference (2} and also Lin reference (4) of
paper 512. The statistical analysis of the simulation
tests supports the assention that specified 0D congestions
can be achieved.

W. LORCHER, Germany : In yowr paper you give an example
that an {ncrease of 1 cireuit on a Link could rnesult in an
increase Lin probabillity of Loss of 20% oh more for centain
OD-pains. Please can you explain this effect.

L.T.M. BERRY, Australia :

ORIGIN °
DestwaTion 1 e

DesTiNaTiON 2. e =
DestinATion 3. °

Thagfic between (1)-(3) small (no direct Link provided).
The addition of 1 circuit on Link T -~ {2) results in an
increase in the carrnied thaffic on Link (1} - T destined
gon exchange (2) with a resultant decredse in the caviied’
thagfic on chain (1) - T - (3). This effect (viz. the
increase in traffic congestion for traffic grom exchange
(1) o exchange (3) {8 further compounded by the addition
of an extra cireult on Link T - (4). Similarly an
increase on Link (4) - T increases the chain §Low
between exchanges {4) and (3) but reduces the chain §Low
between exchanges {1) and (3).

T

TanpeM.,
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A Probabilistic Model for
Networks

R. S. KRISHNAN IYER
T. DOWNS

University of Queensiand, Brisbane, Australia

ABSTRACT

In this paper a probabilistic model for a telephone traffic
network is developed. A system of state equations is
presented for the basic building block of an alternate
routing network and an explicit solution is given. From
this model, the blocking probabilitiee at any network node
may be readily obtained. As a consequence, it is possible
to formulate an optimization problem for the minimization
of the variance of the traffic arriving at the X - tandem
(subject to cost and any other required constraints).

NOTATION

Di4 jth destination in the Y4 tandem area.

O1 1th origin parented on the kth X-tandem Xk.

ajj Proportion of calls from O] that are
destined for Dyj.

my§ Number of circuits busy on the direct route
from the origin Oy; to Dij'

™ Vector containing all mjj in the form

My m)2 o« mlsl, M2 IM22 oo mzsz, cee
mylmyz see mysy.

myy Number of busy circuits on the route from
Okl to the Y4 tandem.

oy Vector containing all Ty, .

L5 30 Number of busy circuits on the Oxj*Xy route.
X Y4 Number of busy circuits on the X»Y; route.
inj ' Number of busy circuits on the Yi"Dij route.
B13(mi§) Probability of blocking on the direct route

to Dij given myj circuits are busy.

By, (my,) Probability of blocking on the Oy1”Yy route
given my, circuits are busy.

Bxkl(mxkl) Probability of blocking on the Oyx1*Xi route
given my, circuits are busy.

Bxkyi(mxkyi) Probability of blocking on the Xk>Yi route

given X, Yy circuits are busy.

Probability of blocking on the Y4*Djy route

By, . (my, )
13 1 given inj circuits are busy.

PG,Ey,mxkl) Prozability that the network is in state
oW, my, mxkl'

P(Tiij ~- 1) Probability P(m,my,my, ,) with the 1j compon~

Kl

ent of m equal to miy - b =8

P(mgy + 1) Probability P(ﬁ,ﬁy,mxkl) with the 1ij
component of W equal “to myy + 1.

P(Eyi -1 Probability P(‘ﬁ,‘m’y,mxkl) with the Yy
component of my equal to my, - 1.

P(ﬁyi + 1) Probability P(H,Hy,n 1) with the Yy
component of my equal to my, + 1,
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1. INTRODUCTION

A prerequisite for the formulation of any optimization
problem is a satisfactory mathematical model. The state
equation representation of a traffic system is useful for
this purpose if an explicit and unique solution to the
state equations can be found, In this paper we present
the state equations for the basic alternate routing model
shown in fig. 1; an explicit solution to these equations
is also given., The approach taken here is based upon the
work of Whitaker [1] on multi~server, multi-queue systems.

In fig., 1 the broken lines are intended to indicate the
presence of many X and Y tandems and many origins and
destinations.

2. THE STATE EQUATIONS

In fig., 1, the node O] is one of r origins (the 1th)
parented onto the kth X - tandem Xg. The node Dij is one
of si destinations (the jth) in the Yi tandem area. We
assume that the network contains a number x of
X~-tandems and y of Y-tandems.

The traffic originating at Okl destinmed for Dij takes the
direct route to Dij if a line is available; if this route
is blocked, it overflows onto the ith Y - tandem route and
if this route is also blocked it overflows onto its

X - tandem route Xg. If this final route is blocked, the
call is lost.

In formulating the mathematical model we assume the
following:
(1) The traffic arriving at any origin Ox] is Poisson.

(i1) The holding times of calls are distributed
exponentially.

(1ii) The process is in statistical equilibrium,

(iv) In the infinitesimal time interval dt, no more than
one call arrives or is terminated.

r
p—
e

J-d

Fig. 1
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The state equilibrium equation is written out below and
followed by an explanation.

y s y sy
ID (a2 - Byymgy))) + | {2 - By oy )) T 835(my5)ay))
1=1 =1 1=1 =1

7 8y
+11 () i sijmij)aul 1 - By Gy )
=1 i=1 )

yl 9%l )
+ 1 1 oy + ] Byy + oy f P@By.oy,)
1=l =1 i=1

¥ 81

= I T (a1 - Byglagy - D))RCEgy - D)
=1 §=1

y 81
+ LByt - DIPGY - D ] Byyggday
il =1

y 5L

+11 By, oy ) I Bij(mij)aij] [1 - By (o0~ 1)]P(mxkl' 0y
i=1 1=1

I
+ Z. I (mngy + DRGEgy + 1
1=1 3=1

Y
+ 1 (wy, + DPGRy, + 1)
i=1

+ (mgy + DRy, + 1) (1)

The left hand side of this equation gives the probability
of transition out of the state W, Wy, my; 1 and the right
hand side gives the probability of transition into this
state. Since the terms involved in both sides are similar
we give an explanation for one side only.

The first term on the right hand side represents a
transition into the state m, Wy, mXygj due to an arrival

and no blockage on the direct routes. The second term
represents a transition inte W, Ty, mygyp; due to an arrival
and no blockage on the Yj routes. The third term
represents an arrival and no blockage on the Xkl route.

The remaining three terms represent a transition into state
™, MY, myky due to the términation of a call on the direct
routes, Y routes and Xkl route respectively.

3. SOLUTION:OF THE STATE EQUATIONS

Equation (1) describes a Birth and Death process where the
number of states is finite. The solution of the equation
is therefore unique and describes a genuine probability
distribution (2]. It is given by

OB gy )

si

y m

- K1

L ‘,[ Dy § (Bey@ipagg)| A - By D - By Gagy - 2))
*1! (151 =1

- {1 - ey, @)
b4

il 5‘1 oYy
= || &r [Jéleij(miyaﬁ] (1 = ByyCay~ DN - By, (ay,- )
i=1
I By, (0))
51 wi§
a1 ‘
! mu'“ - Byylmgym DL - Byyloy - ) {1 - 8, @) (2)
y=1

We will now show that the steady state solution described
by the above relation satisfies the equilibrium equation
(2). The following recurrence relations are readily
obtained from equation (2):
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mxklP (m, By '“‘Xu)

84

Yy
- [2 By (my,) [ Byj (mij)lijyll - By (M)~ 1)]P(mxk1— n
1=1 J=1

myil’ (&, Ty ,kal)

81
- [(1 - Byy(myy~ 1) (B“(mu)a“)]l’ﬁ'r‘yi- 1
3=1

nijP(E,Ey,mxkl) = (aij(l - B81y(myg- 1)]?('1_113- i)

¥y 81
[ ) By, (wy,) [ Bij (Eij)ﬂij] [1 = Bxyy (@Xpey 1)]1’6,5%“‘)(“)
1=1 =1

- gy + DROx + 1)

s
l(l - By, (myy)) § (Byy (mij)aij)]l’(ﬁ,ﬁy,mxkl) = (gt DR D
i=1 :

[gun ; suuij;)]rm,zy,mm) - (mgy + DPGEy + D 3

By taking the appropriate summations we obtain the desired
equilibrium equations.

We have now carried out an analysis of all routes from the
origin Okl. The marginal probabilities for these routes
may be obtained from the joint probability distribution by
summing appropriate terms from the vectors W and Ty and
the component mxyj.

The blocking probabilities B are then determined in terms
of their capacities C, from expressions such as the
following:

Ci_‘]
) B1(mg5)P(myy)
mij=0

Bij =

CYi
) By (my )P (my,)
in=O

BYi

CXk 10
[ 8xey (o) Pmyy )
X1 =0

BXe1

From the marginal probabilities we may also determine the
average traffic on each route analysed

Cij
z mijp(mij)
my j =0

e.g. E(myy) =

CYi
I myPmy,)
my =0

E(my,) =

Coxk1
Emgy) = ] mkgPlxg)

ka1=0

4, DETERMINATION OF SIGNIFICANT TRAFFIC CHARACTERISTICS

Now to complete our model we need the probability
expressions for the Xy»Y{ route and the Yi»Djj route.

Consider first the Xy*Y¥; route. The proportion of the

traffic from Okil to the Y{ tandem area that overflows onto
the Oy1+Xy route is given by
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Si

jzl"iJBijBYi(l " Byyp)

a(ki)l =

Thus the average arrival at the Xy tandem of the traffic
destined to the Yi tandem is equal to

AR Yy = Okt O(ki)2t -+ aki)r
where r is the number of originms.

Once again assuming statistical equilibrium, no time
correlation, and that probability of more than one arrival
in time dt may be ignored, we may write the probability
P(mxyys) of the number of calls on the Xi>Yj route as
follows

mkai_l
mXkYi
Axe Yy
Plogy) = —-——mxkyi! [l = SXkYi(mt)]P(o)
my =0

where P(0) is determined by the normalizing condition

E P(kaYi) = 1
BXRY4

Analysing the Yi*Dij route we obtain the following.

The proportion of traffic from Oy»Dyj that reaches Y
from Xk is given by

aijBijBYi(l - Bxkl) (1 - BXkYi)

The proportion of the traffic reaching Y; from the
Ox1*Y¥4 route is given by

aijBij(l - BY:L)

.*. the traffic arriving at Y; from Opq and destined for
Dij is given by

aij = aijBij[BYi(l - Bxkl)(l - Bkai) + (1 - BYi))
Thus we have an expression for traffic reaching ¥; from
all X tandems and the total arriving at Yy and destined

for Dij is given by
X

sy = Long

The probability P(myij) of the system being in state myy 4
is then

my; . -1
inj
P R - - 1 - B(t) [P(0)
(myij ) inj T
t=0

subject to the normalising condition

2 P(inj) - 1
inj

The blocking probability and average traffic for these
routes may be found in exactly the same fashion as those

in equations (4) and (5).

For example, the average blocking in the route between
¥y and Dy is given by

Z BYij(myij)P(inj)
inj
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and the average traffic on this route is given by

I myyPay,,)
a, 14" ‘Y14

5. SYSTEM OPTIMIZATION

Now that we have all the significant probabilistic
information for the system, we are in a position to
formulate an optimization problem. For high efficiency,
one would require maximum utilization of the final route.
Consequently a reasonable approach would appear to
involve minimization of the variance of traffic arriving
at each X-tandem, This approach is simplified through
the fact that a unique set of origins is parented to
each X-tandem. This allows us to choose the sum of the
variances of the traffic arriving at all the X~-tandems as
the objective function in the optimization problem.

The primary constraint on the problem is cost. A second
constraint that we impose is on the grade of service at
each destination; we require the blocking probability of
calls to a destination Djj in the network to be some
predetermined value.

The programming of this approach is now under consideration
and it is hoped that some preliminary results will be
available at the congress.

CONCLUDING REMARKS

In this paper, we have presented a general-purpose model
for a metropolitan telephone network. This model should
prove useful as a design aid and with appropriate
extensions should be valuable in the allocation of
direct routes, switching availabilities and service
protection routes.
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Discussion

M. ANDERBERG, Sweden : Mt Iyenr, 4in the presentation of
your paper, you included some comments on the accuracy
0f the Rapp's approximation,

Awvesh - 1.

(T should perhaps point out that this is the only
approximation gommula, Zhe value of n is found exactly,
when knowing A.) Since it is an approximation and is as
such very useful for a stanting point in the iterative
process of ginding A and n, 1 do not undenstand your
comments on at's Lnacewracy.

R. KRISHNAN IYER, Australia : In answer to your
question, we would Like to make the following points.

We MQ’QMQ aware of the procedunes unden which Rapp’s
approximation {8 usually used. 1§ equivalent random
theo/uj’(ERT) 46 used in the nonmal fashion, Rapp's
approximation is used to determine approximate values o4
A and n. These values are then adjusted to the conrect
values by means of an earon minimization procedure. The
cornect values of A and n can then be used in a relation
of the form

AM (A

Moy (A1, AM,(A)
n+7+Mn(A)
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The above form 4is used C Limes, where C L& the number of
cineuits grom which one wishes to determine the overflow.

This method 48 well-established, is widely used, and is
weld-known to give satisfactony results. Tt is not this
procedure which we seek Lo question, although, begonre
proceeding to oun main argument we would Like to draw
attention £o one point of interest.

In the presentation of the paper, we showed that
acconding to the ERT the variance of the overflow tragfic
s extremely sensitive to the numben of thunks, n.
Indeed, as was demonstrated in the presentation, a change
0f Less than 0.04% in n can Lead to a change of 100% in
V. 1In nonmal practice this phenomenon does not cause
problems, since small changes in n are accompanied by
corresponding adjustments in M. However, we feel that it
is nathen odd that the mathematical model should exhibiz
such extreme sensitivity, as measured by the finst
partial derivative.

We would now Like to twwn ourn attention to the application
04 ERT in optimization.

In the optimization process, one is attempiing Lo

determine the optimum number of clircudlts.

As we pointed out in the presentation, we may write
VoM (1 - )

where D = M+n-A.

Since M#n+l=A (as can be seen from Rapp's results), and

sdnce, in addition, the difference between M and

(1 + 7%7 } 48 very small, V is evaluated by fomming the

difference between fwo numbers which are close together.
Thus V is very sensitive to D.

14 this nesult is applied in a continous optimization
procedure, continuous values are obtained for the numbers
of cincuits. 1§ these values are hounded off, the values
04 varniance, as calfeulated by ERT, are Likely to deviate
juite considerably ghom the optimum on each Link.
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Fon example, assume one 45 trying to optimize fwo Link
variables X and Y. Suppose, fon the purposes of our
argument, that the optimum numbens of trunks are 25.6 and
26.7. 1f these values are to be rounded off, one cannot
be sure how the variance 48 going to vary from its value
at the optimum.

1t has been suggested that an integer opiimization
procedure be emploged. 1t 48 not clear Lo us how such a
proceduwre will overcome the sensitivity problem. Fon
instance, if the integer solution obtained fon the above
example were 24, 25, then, once again, there 44 no
indication of how the variance has deviated §rom the
oplimum.

Since ERT 44 a method which takes the second moment into
account, we feel that procedures which use ERT and which
do not take proper account of the second moment requinre
furnthen investigation.

M. ANDERBERG, Sweden : In your papen you introduce a
system of state equations. Considering the amount of states
that will oceun, 4t would be of great intenest to hear of
the preliminarny hesults, envisaged in your paper, of the
programming of yowr formulae and the use on some netwonrks.

THOMAS DOWNS, Australia : Unfortunately, our

answer L5 not a very satisfactory one since we do not
have any preliminary nesults. Howevern, there are two
majon heasons why this s s0. Fiwstly, as Mn. Knishnan
Tyen mentioned, we recently found that our model could be
modigied in onder to eliminate special assumptions on
affic aivals at tandem exchanges. Secondly, our
interest has been recently directed toward the problLem of
formulation of switching strategies, which, in the simple
gorm outlined by Mi. Knishnan Iyer, we feel may constitute
a more atrmactive starnting point fon the implementation of
oun model. We agree that there is a Large number of
netwonk states but fon the formutation of switching
strategies it seees Likely that onfy a small number of
state probabilities need be considered. 1In addition, a
close examination of the nather forbidding Looking
explicit solution neveals that a Large amount of com-
putation {5 common to a Large number of states and the
savings in computational effort which can be achieved by
Zaking advantage of this fact nemain to be seen.
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