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Challenge ... 

The deep interest taken by the public in the !Ill.ning and use of uranium for 
power generation is focusing considerable attention on methods of electric power 
generation. Methods which do not cause pollution, such as solar and wind power, 
are now receiving increasing attention. 

There are several good reasons for this; one is the avoidance of pollution, 
and the other is the low cost and the availability of the basic natural resource. 
The use of solar and wind energy does not, at first glance, cause atmospheric pol­ 
lution in the same way as fossil fuels; however, if large quantities of energy 
are to be extracted, particularly from the wind, there will inevitably be result­ 
ing effects on weather patterns, in the same way that agglomerations of large city 
buildings are now modifying weather patterns. 

It is claimed by advocates of solar and wind power that these resources are 
available free. All resources are available free; the cost of utilising them 
lies in paying people to make them available at the input of the energy converter; 
with the current attitude of unions to seek ever increasing weekly pay for conti­ 
nually reducing hours of work, it is obvious that a considerable escalation will 
take place in the cost of power generated from fossil fuels. This, apart from 
capital cost considerations, must inevitably swing the economic balance towards 
the use of solar and wind energy. 

Technology for the effective utilisation of solar and wind energy is still 
in the early stages. In Australia, the C.S.I.R.O. has been investigating the use 
of solar energy for low grade heat in domestic applications, but has not applied 
significant effort to electric power generation in commercial quantities. 
Telecom Australia has used wind power for several decades in suitable remote loca­ 
tions and is now commencing the use of solar derived power; these applications, 
however, are really only flea power when considered against the commercial usage 
of electric power. 1Some universities are taking an interest in solar power, but 
are hampered by lack of support funds. 

Australia is a country in which there is a vast area to be covered with the 
availability of electric power,and a country with costly distribution problems 
coupled with a very high and rapidly increasing wage structure •. Consequently, it 
is a country in which the utilisation of solar and wind energy would be more 
attractive than it would in other countries. This utilisation can only come 
after considerable technological Rand D, which in turn requires skilled people 
and funds. The skilled people are leaving for more enlightened countries and the 
funds are not forthcoming. It is time for the Australian Government to give a 
firm and positive lead in providing the funds and opportunities for the necessary 
Rand D effort, which would form the basis of cheaper power availability and would 
also form technology which Australia could export to the remainder of the world. 



Refractive Index 
Waveguides 

Profile Determination • Ill Optical 

P. V. H. SABINE, 
Telecom Australia. Research Laboratories. 

An adequate aharacterisation of optiaal fibres, a:nd of waveguides 
for integrated optiaal airauits, dema:nd.s a preaise quantitative desaription 
of the refraative index variation over a aross-seation of the partiaular 
oomponenii, The first part of this paper reviews available tiechniquee for 
rooasuring this refraative index profile (RIP). The eecond part of this 
paper presents praebioal: results for RIP measurements in etxeee-i.nduoed 
channe Z optrioal: wave guides. 

1 . I NTRODUCT I ON 

In recent years, improved fabrication techni­ 
ques have decreased dramatically the transmission 
loss of optical fibres (Refs.tj,2). Attention has 
now been directed towards the control of other 
fibre parameters. One of the mcst significant of 
these parameters is the refractive index profile 
(RIP) measured over a cross-section of the fibre. 
Both step-index and graded refractive index 
(GRIN) fibres are of current interest. An ideal 
step-index fibre has a uniform core of higher re­ 
fractive index than the cladding. An ideal GRIN 
fibre has a RIP which varies smoothly from a 
maximum on the axis of the core to a constant 
lower value at the core-cladding interface. 
Practical low-loss fibres have core perturbations 
(Ref.3) due to the chemical vapour deposition 
(CVD) process (Ref.4) by which they are manu­ 
factured. A step-index fibre is a suitable 
transmission medium for applications requiring 
requiring only moderate bandwidths (Ref.5). 
Theoretical considerations (Ref.6) show that 
there exists an optimum near-parabolic RIP tor 
which the transit time of al I mcdes of the GRIN 
fibre is very nearly equalised, thus affording 
maximum bandwidth uti I ization. However, the 
RIP must be control led accurately to achieve 
this optimum condition. 

The accomplishment of low fibre transmission 
loss has also stimulated research into integrated 
optical circuits (IOCs) (Ref.7). These miniature 
circuits, if realised, would perform a variety 
of signal processing operations at the terminals 
of an optical fibre communication link. The 
basic bui I ding-block of the IOC is the channel 
optical waveguide, which can confine a I ight beam 
in both transverse directions. A detailed char­ 
acterisation of these waveguides demands a pre­ 
cise knowledge of the RIP over the guide cross­ 
section. 

Thus, in both the optical fibre and IOC 
areas, the task of accurate RIP determination is 
extremely important. The first part of this 
paper surveys avai I able techniques for measuring 
the RIP of an optical waveguide. The second 

part describes practical results for RIP measure­ 
ments of stress-induced channel optical wave­ 
guides, which are fabricated by an embossing 
process. 

2. SURVEY OF RIP MEASUREMENT TECHNIQUES 

Many different techniques have been developed 
for measuring the RIP of optical waveguides. 
The more important techniques are now described 
briefly,_ more complete detai Is being avai I able 
in the literature references cited. 

2.1 Index Matching 

An adaption (Ref.8) of the oi I immersion 
method, long used in mineralogy and crystallo­ 
graphy, al lows a direct measure of the refrac­ 
tive indices of the core and cladding of a step­ 
index waveguide. A length of the waveguide is 
immersed in an oi I of known, but variable, re­ 
fractive index. The refractive index of the oi I 
is changed until the oil-solid interface is no 
longer visible. At this point the refractive 
indices of the oi I and solid must be identical. 

2.2 Electron Microprobe Analyser 

For waveguides fabricated by doping the 
guiding region with some index-raising materiaf, 
an electron microprobe analyser can reveal the 
dopant concentration over a cross-section of the 
guide (Refs.9,1O). Only when the dependence of 
refractive index upon material composition is 
known quantitatively can the RIP be derived from 
the dopant distribution data. 

2. 3 Ref I ect ion 

In this technique, the reflected I ight in­ 
tensity is mcnitored as a focused laser beam is 
scanned, at normal incidence, over a polished 
end-face of the waveguide (Refs.10, 11). From 
this data and the Fresnel formula (Ref.Ill the 
RIP may be simply calculated. But the practical 
problems of accurately measuring the relatively 
low reflected intensity, and the smal I variations 
that occur as the waveguide face is scanned, 
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present difficulties. Indeed an elaborate ex­ 
perirrental arrangerrent is needed to isolate un­ 
wanted I ight signals from the detection system 
and to achieve the necessary sensitivity. One 
disadvantage of the rrethod is that it determines 
the RIP only at a polished surface. The polish­ 
ing process generally creates a thin damage layer 
in which the RIP is likely to differ significant­ 
ly from the rest of the guiding region. 

2.4 lnterferorretry - Normal to Waveguide Axis 

This 1TOde of interferorretry can yield direct 
quantitative results for guides of simple sym­ 
rretry (Ref. 12). But its shortcomings in a more 
general case can be i I lustrated conveniently by 
considering the rreasurerrent of a circularly­ 
symrretric optical fibre (Ref.13). The fibre must 
be imrrersed in a eel I with optically flat wal Is 
and fi I led with index-matching oi I. This trans­ 
forms the fibre into a quasi-transparent object 
suitable for examination with a conventional 
interferorreter. Unfortunately, as a result 
of the circular guide geometry, the observed 
fringe pattern is not a direct representation of 
the RIP. The RIP can be deduced only after 
mathematical manipulation of the interferorretric 
data, usually by way of a digital computer. 

2.5 I nterferorretry - Para I lei to Wavegui de Axis 

For this particular technique (Refs. 12, 14, 
15, 16) a transverse s I ice is taken from the wave­ 
guide and the faces are ground and polished unti I 
they are flat and parallel. The sample is then 
viewed in an interferorreter, using a microscope 
to examine the fringe pattern. 

Either a reflected (Ref.12) or a trans­ 
mitted-1 ight (Re f s , 14,15,16) interferorreter can 
be employed. A typical reflected-light rreasure­ 
rrent system, involving a Michelson interferorreter, 
is shown in Fig. 1. One face of the sample is 

METALLISED SURFACE 

i._t~'\"\')..sAMPLE 

REFERENCE 
MIRROR 

Fig.2 

SAMPLE 

BEAM SPLITTER 

INPUT BEAM 

~/\' ?- \ 
\ MIRROR 

BEAM SPLITTER \ 

~ r 3X 7 
MICROSCOPE 

A Transmitted-Light (Maah-Zehnder) 
Interferometer. 

Mach-Zehnder i nterferorreter. Here the micro­ 
scope objective is focussed upon the nearer face 
of the sample. The Leitz interference micro­ 
scope is a dedicated instrurrent that al lows 
transmitted-light fringe patterns to be obseYved 
at magnifications up to lOOOX. 

With both reflected and transmitted-light 
interferorreters there are two ways in which the 
interference fringe pattern can be viewed. By 
adjusting the tilt of the reference mirror, the 
sample can be observed against a background field 
of parallel fringes, so that the fringe dis­ 
placerrent is directly proportional to differences 
in refractive index. Alternatively, the fringes 
can be spread apart unti I the entire field of 
view encompasses a single fringe. In this flat­ 
field 1TOde of operation, points of equal re­ 
fractive index are connected by fringes of equal 
intensity, so that a contour map of refractive 
index is seen. 

The difference in refractive index, on, 
between two areas of a flat, paral lei-sided 
sample of thickness t is 

on = qA/t ( 1) 

INPUT BEAM AMseum, 
MIC.ROSCOPE 

Fig.1 - A Refl,eated-Light (Miaheison) 
Interferometer. 

rretal lised to provide a mirror for the sample 
beam. The microscope objective is focussed 
+h rouqh the samp I e onto the rreta I I i sed back 
f ace . Thus the observed fringe pattern is that 
resulting from only a single light-pass through 
the samp I e. The Zeiss Mode I 1 i nte rfe re nee 
microscope is a dedicated instrurrent designed 
for this type of measurerrent. Fig.2 depicts a 
typical transmitted-light system, based upon a 

where q is the number of fringe displacements and 
\ is the i I luminating wavelength. From a photo­ 
micrograph of the fringe display, an accurate 
value of the maximum on for the waveguide can be 
calculated and an approximate RIP can be plotted 
visually or with the aid of a densitometer. 

As we I I as non-uni form samp I e thickness, 
several other factors can contribute errors in 
the interpretation of fringe patterns. These 
include rapid spatial changes in refractive in­ 
dex, boundary ref I ect ions caused by skewed wave­ 
front illumination, and waveguide effects 
associated with multiple reflections between 
boundaries. Such difficulties are minimised, 
generally, by using thin sections of highly 
multi-mode waveguides. 

Two further problems (Ref.15), character­ 
istic of GRIN media, can arise in interfero­ 
metric rreasurements. Firstly, it has been as­ 
surred in the preceding discussion, that the 
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bending of rays traversing the sample is negli­ 
gible and that the observer sees essentially a 
plane wave. But it is wel I known that GRIN 
media have focussing properties (Refs. 15,17) so 
that obviously ray bending can be significant. 

By way of example, consider an axially 
symmetric GRIN optical fibre whose RIP is defin­ 
ed by 

n ( r) n (o) [ 1 

n(o) [ 1 

Ll.n m 

Ll.n J m 

As i I lustrated in Fig.3, this describes a para­ 
bolic RIP across the fibre core of diameter 2a. 
In equation (2), r is a variable distance mea­ 
sured from the centre of the core, and Ll.nm is 

the maximum relative refractive index difference 
between the core and cladding. Guided rays 
fol low a sinusoidal path of periodic length 
(Refs. 15, 17) 

L = 21Ta/ / 2Ll.nm 

2 ( r/a) ] r < a 

r c: a 

(2) 

(3) 

and are periodically refocussed, as shown in 
Fig.3. The focal length is 

f = L/4 (4) 

For fibres of smal I core diameter and large 
core-cladding refractive index differences, f 
can be quite smal I - eg. a= 50 µm and Ll.nm = 0.01 
determines that f = 555 µm. Clearly, if ray­ 
bending effects are to be neglected, samples of 
thickness t «fare required. In some in­ 
stances, these thin samp I es w1 I I produce too few 
fringe displacements for accurate measurements. 
An a I te rnat i ve approach (Ref. 15) must be intro­ 
duced to extract deta i Is of the RIP from the 
fringe pattern. 

The second problem that arises with GRIN 
media is the further assumption that the entire 
fringe pattern is in focus when viewed through 
the microscope. But for GRIN samples the emer­ 
gent wavefront is curved, so that the depth of 
focus of the microscope objective lens must be 
adequate to encompass the entire pattern of 
localised fringes in focus simultaneously. It 
is a s imp I e matter re ea I cu I ate the req u i red 
depth of focus in any particular situation 
(Ref. 15). This problem becomes acute when view­ 
ing GRIN waveguides of smal I cross-sectional 
dimensions at high magnifications. 

The above discussion and, in particular, 
equations (2)-(4) relate to focussing effects in 
GRIN media of parabolic RIP. Similar results 
can be expected for GRIN media of near-parabolic 
prof i I e. 

I nterfe rometri c measurements made para I I e I 
to the waveguide axis offer the advantage that 
the fringe pattern provides a direct indication 
of the RIP. For this reason the technique has 
been used extensively in studies of both step­ 
index and GRIN waveguides. But the technique 
has two serious disadvantages. Firstly, remov­ 
ing a transverse slice is destructive to a long 
fibre. Secondly, the sample preparation (Ref. 16) 
is tedious and demands considerable care. 

2.6 Near-Field Scan 

Gloge and Marcati Ii CRef.6) have shown 
mathematically that in an optical waveguide, 
with all modes equally excited, there exists a 
close resemblance between the near-field in­ 
tensity distribution and the RIP. Their analy­ 
sis is concerned with the particular class of 
circularly-symmetric RIPs defined by 

n ( r) n (o) [ 1 

n (o) [ 1 

PC r) 
P(o) 

(5) 

Ll.n J m 
r c: a 

where 1 <a< a and al I other symbols retain 
their previous definitions. Note that a= 2 
describes a guide of parabolic RIP, while a="' 
describes a step-index guide. Ll.nm is assumed 

smal I, as is the case in practical waveguides. 

When a flat end-face of such a guide is 
illuminated by an incoherent Lambertian source 
(exciting al I modes uniformly) the power accepted 
at a radial distance r, expressed as a fraction 
of the power accepted at the centre of the guid­ 
ing region is 

n(r)2 - n(a)2 

n(o)2 - n(a/ 
(6) 

If al I modes propagate without coup I ing and with 
equal attenuation, the same power distribution 
appears at the waveguide output face. This re­ 
lationship, equation (6), between the RIP and the 
near-field power plot, was used by Burrus et al. 
(Ref.9) to obtain qua I itative information about 
the RIPs of several different optical fibres. 
Payne et al. (Refs. 18, 19) have recently refined 

n(r) 
········,z·-·s,,::2:=! -~~ +a-----------~;UT- 

n(o) , 
' n(o) (1- An ) 

m 

Fig.J 

._ L _., 

Light Fooussing in a GRIN Fibre with a Pa:r>abolia HIP. 

A.T.R. Vol. 11 No. 2, 1977 5 



Refractive Index-Optical Waveguides 

this technique and, by taking account of the pro­ 
pagation characteristics of practical fibres, 
have developed a near-field scanning procedure 
for rreasuring RIPs quantitatively. 

To reduce the effects of rrode conversion and 
different rrode attenuations, short lengths of 
optical fibres are studied. But this emphasises 
errors due to the presence of tunnel I ing leaky 
rrodes. These rrodes contribute additional power 
to the observed near-field intensity distribution, 
resulting in an error in the inferred RIP. The 
magnitude of this error decreases with fibre 
length as the leaky rrodes attenuate, but may 
sti I I be significant after 100m. To eliminate 
this inaccuracy Payne et al. (Ref.19) introduce 
a length-dependent correction factor, C(r,z), to 
equation (6) to determine that 

n(r) - n(a) 
n(o) - n(a} 

(7) 

_ P( r) 1 
- P(o} C(r,z) 

i.e. n(r) - n(a) P(r) _1_ 
n(o) ~nm P(o) C(r,z) 

(8) 

A set of normalised correction curves, faci I it­ 
ating the conversion of near-field rreasurements 
to RIPs, has been published (Refs. 20,21). These 
curves of C(r,z) are applicable to a range of 
RIPs and are plotted as a function of a single 
fibre normalisation parameter. Calculation of 
this parameter for a particular fibre requires 
a knowledge of the fibre length, core diameter 
and 

numerical aperture ~ n(o)~ m 
(9) 

But several general properties of the correction 
factor are worthy of note. First I y, for an in­ 
finite I y long fibre only guided modes remain at 
the output, so that 

C( r,00) = 1 ( 10) 

and the ne ar=fl e l d intensity distribution is a 
direct representation of the RIP. Secondly, for 
an infinitely short fibre al I leaky modes are 
present unattenuated, and 

2 _.L 
C(r,z) +[1 - (r/a)] 2

, z+0 (11) 

In this case the RIP must be calculated from the 
near-field pattern. Finally, C(r,z) does not 
vary greatly with the precise form of the RIP - 
i.e. with the value of a in equation (5). 

Substituting for the form of the RIP from 
equation (5) into equation (7) shows that 

PC r) = 1 - (r/a)a z + 00 ( 12) P(o) 

P( r) = 1 - (r/ala z + 0 ( 13) P(ol /1-( r/a)2 

These two results are plotted in Fig.4(a) for 
the case a= 2. Equations (12) and (13) indicate 
that a graph of corrected relative near-field 
intensity (in dB) versus normalised radius (log 
scale) is a straight line of slope a. This is 
illustrated in Fig.4(b). 
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Caloul-ated Near-Ei.el-d Intensity 
Distributions for GRIN Fibres. 
[After Payne et al. (Refs. 18,19)] 
For a fibre of parabolic RIP 
(a= 2) and of length z. 
The curve for infinite length is 
equivalent to the index profile. 
For a general index pro/ile 
parameter a. 
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The near-field scanning rrethod has several 
attractive features. Samp I e preparation is 
minimal; a suitable length of waveguide with 
flat, polished end-faces is required. Most 
practical rreasurerrents are made with short lengths 
of fibre -<lm typically. The rrethod leads to 
a direct description of the RIP (meaning the 
functional variation of refractive index over 
the guide cross-section). As wel I, a direct 
quantitative rreasure of the parameter a results. 
It is this parameter that must be closely con­ 
trolled if practical GRIN fibres exhibiting low 
modal dispersion are to be fabricated (Ref.6). 
The most serious disadvantage is that the techni­ 
que does not yield a quantitative measurement of 
either n(o), n(a) or finm. Hence, in order to 

characterise a waveguide completely, and indeed 
to evaluate C(r,z) in any given situation, the 
near-field scanning technique must be comple­ 
rrented by another rreasurement that determines 
quantitatively one or more of these parameters. 

2.7 Etching and SEM Examination 

Workers at Bel I Laboratories (Re f s , 3, 14) 
have developed a technique for examining glass 
fibres and preforms fabricated by doping the 
core region with some index-raising materi a I. 
Use is made of the fact that glasses of dif­ 
ferent compositions tend to etch at different 
rates. A cleanly broken end of the fibre is 
etched in hydrofluoric acid ~or a few minutes. 
The etched surface is metal-coated and then 
studied either by reflected-light interferometry 
or with a scanning electron microscope (SEM). 
Surface etching has proved a valuable aid in 
the detection of smal I-scale inhomogeneities 
and asymmetry. Unfortunately the technique does 
not produce quantitative information regarding 
the RIP. Structural properties other than glass 
composition can effect etch rates and create 
misleading results. One such structural pro­ 
perty is a region of stress. 

3. COMPARISON OF RIP MEASUREMENT TECHNIQUES 

In each situation the particular technique, 
or corrbination of techniques, that provides al I 
of the required refractive index data must be 
selected. To faci I itate the selection process, 
r he mos r i mportan-t +e e r ur e s ot each measuremen-t 
procedure are summarised in Table 1. In the 
table a technique is deemed destructive if it is 
necessary to expose one or more faces of the 
waveguide to measure the RIP at any given point 
along the length of the guide. 

4. STRESS-INDUCED OPTICAL WAVEGUIDES 

Channel optical waveguides can be fabricated 
by a variety of techniques (Ref.22) the simplest 
of which is embossing (Refs. 23,24). In this 
process a die is used to emboss a groove into 
the surface of a thermo-plastic substrate. The 
groove is fi I led with another material, of 
higher refractive index than the substrate, to 
form an optical waveguide. Recently we have 
observed low-loss I ight-guiding in the vicinity 
of unfi I led embossed grooves (Refs. 25,26,27). 

These nove I Ii ght guides are prep a red by a 
room-temperature embossing process (Refs. 26,27), 

generally using a 50 x 50 x 3 mm3 substrate of 
commercially avai I able poly (methyl methacrylate) 

Refractive Index-Optical Waveguides 

(PM'4A) and a 254 µm diameter copper wire as the 
embossing die. The grooves thus formed are 
approximately 330 µm wide and 35 µm deep. Fig.5 
shows the method of waveguide excitation. The 
output of a helium neon laser (A= 0.63 µml is 
focussed to a spot directly beneath the groove 
at one end-face. Careful alignment of the 
focussed input beam al lows guiding to be estab- 
1 ished individually in any one of three regions, 
A, B or C, surrounding the embossed groove. As 
sketched in Fig.5, two of these regions, A and 
C, are located at the corners of the groove. 

LASER BEAM 

••• 
/~ LENS 
,1 
I 

PMMA 

UNGUIDED LIGHT 

ENLARGED VIEW OF END CROSS-SECTION 

GUIDED LIGHT OUTPUT 

Fig.5 - Method of Waveguide Exeitation and 
Definition of Guiding Regions. 

fhe third region, B, is embedded at a depth of 
about 250 µm beneath the middle of the groove. 
Fig.6 i I lustrates the two different types of 
light guide. Detailed investigations (Refs. 26, 
27) reveal that guiding is attributable to re­ 
sidual stresses in the PMMA substrate beneath 
the groove. 

The embedded waveguide provides a guided 
light beam with considerable immunity from sub­ 
strate surface damage and seems to offer the 
greater potential for optical corrmunications 
applications. Therefore more recent studies have 
been aimed at characterising the light-guiding 
properties of the embedded region B. An average 
attenuation of 0.045 dB/cm has been recorded, at 
a wavelength of 0.63 µm, over a 22cm long wave­ 
guide (Refs. 28,29). Two attractive features of 
the stress-induced waveguide are the very simple 
fabrication process and the low optical attenu­ 
ation. Short lengths of these waveguides could 
become a basis for the construction of practical 
IOCs. A "rolled embossing" process developed at 
Telecom Australia Research Laboratories (Refs. 
28,29,30) is a convenient technique for manu­ 
facturing long waveguides, which could find 
applications as optical data buses. 

To date, the RIP has remained the most sign­ 
ificant unknown characteristic of the stree­ 
induced waveguide. 

5. RIP MEASUREMENTS OF STRESS-INDUCED WAVEGUIDES 

It is intuitively obvious that the embedded 
stress-induced optical waveguide must be a 
region of GRIN material. Two techniques, listed 
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Fig.6 - Light Guiding in a Stress-Induced 
Waveguide. 

(b) Guiding in Region B. 
(a) Guiding in Region C. 

thus distorting the RIP, made these problems 
more acute. Suitable samples were prepared as 
to I lows. 

A straight section of waveguide was emboss­ 
ed, with a 254 µm diameter copper wire die, on 

3 . 
one major face of a 50 x 50 x 3 mm PMMA sheet. 
The light-guiding characteristics of.,.this wave­ 
guide were verified. Three transverse slices, 
each about 3mm thick, were slowly and carefully 
cut from the guide using a jewel ler1s saw. Each 
segment was trimmed to a length of 15 mm. The 
three segments were g I ued into a framework, made 
from 3mm +h i ck PMMA to form a sing le disc of 30mm 
diameter, as sketched in Fig.7. Al I joints were 
fi I led completely with an adhesive whose hardness 
was similar to that of PMMA. The PMMA disc was 
mounted in a mechanical polishing machine. Both 
sides were polished slowly in a slurry of water 
and successively finer abrasive powders. Heat 
generation was minimised by keeping the sample 
totally immersed in the slurry. 

Fig.7 

PMMA 

EPOXY 

GROOVE 
CROSS-SECTION 

Stress-Induced Waveguide Samples for 
Interferometric Examination. 

in Table 1, have been used widely to measure RIPs 
of GRIN waveguides:- interferometry, para I lei 
to the waveguide axis, and near-field scanning. 
Both techniques were tried in turn. 

5.1 Interferometric Measurements 

Far-field radiation pattern studies (Ref.29), 
which enabled a crude estimate of 6n for the m 
embedded waveguide, suggested that t = 800 µm 
was a desirable sample thickness for interfero­ 
metric examination. The problems associated with 
obtaining a flat, para I le I-sided, optically­ 
polished transverse slice 800 µm thick, from a 
waveguide fabricated in a PMMA substrate, were 
formidable. A realization that heat generated 
during the sample preparation process would 
partially or completely anneal the stress region, 

When the disc had been polished to its final 
thickness, both surfaces were examined with a 
Michelson interferometer to determine their flat­ 
ness and para I lei ism. Shortly after polishing a 
flatness of better than .05 µm could be measured 
over the region of interest surrounding each 
groove. After several hours, smal I lumps began 
to appear in the PMMA beneath the grooves. Pre­ 
sumably these lumps were caused by the slow ex­ 
trusion of PMMA from the stressed region. Stor­ 
ing the polished samples at low temperatures 

(-5°C) retarded lump formation. But in order to 
obtain accurate RIP data, the samples were 
studied as soon as possible after final polish­ 
ing. 

The samples were studied by transmitted­ 
light interferometry, using a Mach-Zehnder inter­ 
ferometer in the arrangement shown in Fig.2. 
Experience soon showed that, because of the 
birefringence of the guiding regions, the most 
meaningful fringe patterns (Ref.31) could be 
obtained by: 

(1) using a polarised light source (helium neon 
laser, ;\ = 0.63 µm), 

and 

(2) including a polariser in the sample beam of 
the interferometer. The polariser was 
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Fig.8 - Interferograms of Stress-Indueed 
Waveguide Sample - t = 790 µm. 

(a) Incident light polarised parallel 
to PMMA surface. 

(b) Incident light polarised normal to 
PMMA surf ace , 

aligned for maximum transmission of the in­ 
cident polarised beam, and was placed 
immediately beneath the sample. 

The photomicrographs of Fig.8 picture the ob­ 
served fringe pattern for a sample of thickness 
t = 790 µm. By rotating the sample, fringe 
patterns for various orientations of the input 
beam polarization were studied. 

The photographs shown in Fig .8 were recorded 
with a single fringe background, so that the 
fringes describe contours of equal refractive 
index. Several important features may be noted. 
Firstly, there is an embedded high refractive 
index region directly beneath the middle of the 
embossed groove. Secondly, this high-index 
region is surrounded by a GRIN region of lower 
refractive index, and of quasi-circular symmetry. 

A comparison of Fig.8 with the fringe pattern 
for a GRIN fibre of parabolic RIP CRefs. 12, 15) 
highlights sorre similarities. Thirdly, the 
embedded high refractive index region has "lobes" 
that extend up towards the corners of the grooves. 
Careful alignment of the interferometer permitted 
one smal I circular fringe to be formed at the 
corners of the groove. These fringes, wh i eh 
indicate localised high refractive index regions, 
are evident in the photomicrographs. A further 
comparison of Figs.6 and 8 clearly shows that 
the guiding regions ooserved in practice do 
indeed correspond to the high refractive index 
regions. 

From Fig.8, the number of fringe displace­ 
rrents is q = 5.5 for the sample of thickness 
t = 790 µm. Equation (1) can be rewritten in 
the form 

( 14) 

Substituting n(o) ~ 1.492, which is the refrac­ 
tive index of bulk PMMA, determines that the 
maximum relative refractive index difference for 
the embedded waveguide region is ~n = 0.3%. m 
Fig.8 shows also that the diameter of the em­ 
bedded waveguide is 2a = 590 µm. The focal 
length of the guide can be estimated from equ­ 
ations (3) and (4), which strictly apply only 
for parabolic RIPs, as f ~ 6 mm. 

One disturbing feature of the results pre­ 
sented in Fig.8 is that, in each photomicrograph, 
two supposedly separate dark fringes join to­ 
gether. A detailed stress analysis (Ref.31) 
proves that this phenomenon is due to the char­ 
acteristics of the localised stress-induced 
birefringence. Because of the ambiguity intro­ 
duced by the joining fringes, and to obtain 
added information about the RIP, a near-field 
scan measurement was undertaken. 

5.2 Near-Field Scan Mesurements 

The near-field scanning system is i llust­ 
rated in Fig.9. Light from a tungsten filament 
lamp passed through a diffuser and was focussed 
onto the end-face of the waveguide. The wave­ 
guide sample consisted of a straight embossed 
section, 3.5 cm long, with flat, polished end­ 
faces. A magnified image of the waveguide out­ 
put face was forrred in the plane of an apertured 
silicon PIN photodiode, which could be scanned 
automatically in two dimensions. The photodiode 
output was amp I ified and fed into a ten-level 
comparator. This comparator controlled the· pen­ 
down function of the X-Y recorder. In this mode 
of operation the X-Y recorder plotted directly 
an intensity contour map of the near-field 
pattern. 

A typical uncorrected near-field intensity 
contour plot of a stress-induced waveguide, 
formed by embossing with a 254 µm diameter copper 
wire die, appears in Fig.lO(a). The general 
similarity of this plot and the fringe patterns 
of Fig.9 is apparent. The near-field plot­ 
clearly shows the central high intensity (and 
hence high refractive index) region of the em­ 
bed~~c guide, and two high-intensity regions 
near the comers of the groove, corresponding 
to the corner guides. 
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X-Y 

RECORDER 
COMPARATORS AMP 

Fig.9 The Experimental Near-Field Scanning System. 

A 

B' 

A' 

(a) 

DISTANCE 

(c) 
Fig.10 - Near-Field Scan Results for a 

Stress-Induced Waveguide. 

BI B' 

(a) Near-Field Intensity Contour Plot, 
uncorrected for presence 
of Leaky Mocks. 
Numbers indicate relative intensity. 

(b) Uncorrected intensity scan normal 
to embossed surface. 

(c) Uncorrected intensity scan parallel 
to embossed surface. 

INTENSITY 

(b) 

When the comparator circuitry was by-passed 
and the amp I ified photodiode output connected 
directly to the Y input of the recorder, a one­ 
dimensional intensity plot could be drawn. 
Figs. 10(b) and (c) are two uncorrected ortho­ 
gonal scans of intensity, each scan passing 
through the centre of the embedded high refrac­ 
tive index region. These scans reveal that the 
RIP normal to the embossed surface is character­ 
istic of a GRIN rredium and could be approximated 
by a parabolic function, while the RIP paral lei 
to the surface is more characteristic of a step­ 
index variation. 

6. CONCLUSION 

The first part of this paper has reviewed 
avai I able techniques for rreasuring RIPs of 
optical waveguides. Unfortunately, the most 
convenient and informative techniques all require 
that at least one face ot the waveguide be ex­ 
posed at the point of rreasurement. This makes 
the technique destructive tor long lengths of 
optical waveguides and fibres. At present, the 
best optical fibres are being made by CVD 
techniques (Ref.4). In this process the RIP 
ot the fibre is virtually determined during the 
preform fabrication. The outer diameter is the 
only parameter that can be control led at the 
fibre drawing stage. There is a need to develop 
a rapid, non-destructive rrethod for evaluating 
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RIP data, such as the thickness and refractive 
index of each deposited layer, during preform 
fabrication. This would al low some degree of 
on-I ine feedback control of RIP£ to be introduced 
to the fibre manufacturing process. 

The second half of the paper has described 
RIP measurements in a particular type of stress­ 
induced optical waveguide. We have demonstrated 
previously (Refs. 26,28) that these waveguides 
can exhibit sufficiently low attenuation to be 
of use in the construction of practical optical 
devices. Furthermore the fabrication process is 
very simple and is amenable to mass production. 
The rreasurements reported here show that the 
stress-induced guide is a GRIN waveguide possess­ 
ing light focussing properties. This suggests 
two additional potential areas of appl \cation. 
The first is in the development of image trans­ 
mission devices. The second is in the fabrication 
of simple optical circuit components, such as 
power splitters, that are compatible with GRIN 
fibres. An important area of present research 
is to discover the shape and material composition 
of dies needed to emboss waveguides of specified 
RIPs. 
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Line Coding for Digital Data Transmission 

N. Q. DUC, 
B. M. SMITH 
Telecom Australia Research Laboratories 

This paper presents a broad survey of codes for baseband 
digital, Une tmanemieei.on, The various codes are incorporated in a 
framework which ehoul.d assist in understanding their eharaatier-ie oioe 
vie-a-vie other codes and aleo aUowing any new codes to be readily 
ol-aeeif'ied. 

Only a brief description of each code and its properties is 
given, together with applications where appropriate; references are 
cited which give a fuUer description of the codes and their comparative 
behaviour. To assist the reader an index is provided, together with a 
list of codes that have equivalent names. 

1 • I NTRODUCT I ON 

In an earlier paper (Ref.1) a survey of 
baseband coding techniques for digital line 
transmission was carried out. The review was 
mainly confined to techniques found in and/or 
applicable to cable pulse code modulation (PCM) 
transmission systems. In this paper the survey 
is expanded to cover a broader class of line 
coding methods and not just those commonly found 
in fCM applications. 

The paper begins with a discussion on why a 
line code is used in baseband digital systems. 
This is fol lowed by an index of the I ine codes 
referred to in the paper, and to further assist 
the reader, we have prepared a I ist of codes 
that have two or more equivalent names. In 
Section 3 a description of linear codes is given. 
These encompass partial-response (or correlative­ 
level) coding and two-phase (or frequency) cod­ 
ing. Non-linear codes which include alphabetic 
and non-alphabetic codes are discussed in 
Section 4. 

2. PRELIMINARIES 

In baseband di g'ita I Ii ne transmission it is 
highly desirable that the transmitted signal has 
the fol lowing two properties : 

a. It must carry sufficient timing information 
wh i eh can be recovered at the end of a trans­ 
mission section. This clock information may be 
extracted from the received line signal itself, 
or it may be an added timing component which has 
been inserted into the transmitted line signa!. 

b. The transmitted signal must have no DC com­ 
ponent and may contain only a smal I amount of 
low-frequency (LF) components. This arises from 

the requirement that the di gi ta I s i gna I is 
normally AC coupled to the transmission ire d l um, 
Furthermore, in some appl l cat l ons- (eg. PCM 
systems) DC power is fed to the remote regene­ 
rative repeaters over the same cab I e pair as 
the digital signal. 

To satisfy the above transmission require­ 
ments some form of line coding is adopted. This 
oode can be defined as an encoding procedure 
which converts a data sequence into another 
sequence satisfying the previous two require­ 
mer.ts tor baseband line transmission. The I ine 
signal then consists of encoded pulses which 
may be shaped to give a more desirable time and/ 
or frequency response, eg. rectangular pulse 
shape (with a certain duty ratio), raised cosine 
or gaussian time or frequency response depending 
on the type of application. In this paper we 
often find it convenient to separate the coding 
aspects from the pulse shaping of the line signal 
as the structure and properties of a I ine code 
are best described and understood in this way. 
However the examples of the various line codes 
that are given use the pulse shaping that is 
commonly associated with the particular line 
code being considered. 

Although some form of redundancy in the line 
signal is not essential (see Sect. 3.2) to 
satisfy the above requirements, it is a char­ 
acteristic of al I the line codes in this paper 
with the exception referred to in Sect. 3.2. 
The redundancy can be introduced by: 

a. Increasing the signal I ing rate (or symbol 
or line rate) with respect to the input data 
rate, and/or 

b. Increasing the number of levels in the 
transmitted signal. 
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2.1 Index to Line Coding Techniques Described 
In This Survey 

Line Code/Si gna I 

Alphabetic Codes 
Alternative-Mark-Inversion (AMI) Code 

Binary Alphabetic Codes 
11 Non-Alphabetic Codes 
" Signal 

Bi phase 
Biphase-L 
Bi phase-M 
Bi po I ar Code 
Bite rnary Code 
B6ZS Code 

Carter Code 
CHDBn Code 
Class 4 Signal 
Conditioned Diphase 
Correlative-Level Coding 

Delay Modulation 
Di code 
Differential Encoding 
Di phase 
Duobinary Signal 

Feedback Balanced Codes 
Fi I led Bipolar or AMI Codes 
FOMOT Code 
Frequency Doubling Coding 

11 Mod u I at ion 

Generalized Partial Response Coding 

Harvey Code 
HDBn Code 
Higher-Order Bipolar Codes 

lntertran Pulse Position Coding 
Li near Codes 

L742 Code 

Manchester Codes 
Mi I ler Code 
Modified Duobinary Signal 

11 Pulse Doublet Code 
11 Two-Phase Modulation 

MS43 Code 
Multi level Alphabetic Codes 

11 Bi po I ar Codes 
11 Non-Alphabetic Codes 

Multiple-Response Coding 

Neu A-Code 
Neu B-Code 
Non-Alphabetic Codes 
Non-Li near Codes 
Non-Return-to-Zero-Inverse Signal 
(NRZ-1) 
Non-Return-to-Zero-Level Signal(NRZ-L) 

" 11 -Mark " (NRZ-M) 

Pai red-Selected Ternary (PST) Code 
Partial-Response (PR) Coding 

" " Class 4 Signal 
Phase Modulation 
Polarity Pulse Coding - Binary 
Polarity Pulse Coding - Multi level 

version 
Precoded Diphase 
Precodi ng 
Pulse Doublet Coding 
Pulse Position Coding 

Time Polarity Control (TPC) Coding 
Transparent Interleaved Bipolar <TIB) 

Code 

Section 

4. 1 
3.3 

4. 1 (a) 
4.2(a) 
3.2 
3.4 
3.4 
3.4 
3.3 
3.3 
4.2(b) 

4.2(a) 
4.2(b) 
3.3 
3.4 
3.3 

4.2(a) 
3.3 
3.1 
3.4 
3.3 

4.2(b) 
4.2(b) 
4. 1 (b) 
3.4 
3.4 

3.3 

4. 1 (a) 
4.2(b) 
3.3 

3.5 
3 

4. 1 (b) 

3.4 
4.2(a) 
3.3 
3.5 
3.5 
4. 1 (b) 
4. 1 (b) 
3.3 
4.2(b) 
3.3 

4. 1 (a) 
4. 1 (a) 
4.2 
4 

3.1 
3.1 
3.1 

4. 1 (b) 
3.3 
3.3 
3.4 
4.2(a) 

4.2(b) 
3.4 
3. 1,3.3 
3.5 
3.5 

4.2(b) 

4.2(b) 

Twinned Binary Code 
Two-Level AMI Class I Code 

11 11 11 
" 11 Code 

Two-Phase (Or Frequency) Modulation 

Unit-Disparity Code 

VL43 Code 

WAL-1 Code 
WAL-2 Code 

Zero-Disparity Code 

2B-3B Code 
3B-2Q Code 
4B-3T Codes 
6B-3QI Code 
6B-4T Code 

90° Carrier Diphase 
10B-7T Code 

2.2 Equivalent Code Names 

Partial-Response Coding 
Multiple-Response Coding 
Corre I at i ve-Leve I Coding 

Alternati ve-Mark-1 nvers ion (AMI) 
Bi po I ar 

Twinned Bi nary 
Di code 

Class 4 Partial Response 
Modified Duobinary 

Conditioned Diphase 
Precoded Di phase 
Biphase-M 
Frequency-Doub I i ng Coding 
2-Level AMI Class I I 

90° Carrier Di phase 
WAL-2 

3.3 
3.5 
3.4 
3;4 

4. 1 (a) 

4. 1 (b) 
3.4 
3.4 

4. 1 (a) 
4. 1 ( a) 
4. 1 (b) 
4. 1 (b) 
4. 1 (b) 
4. 1 (b) 

3.4 
4. 1 (b) 

Delay Modulation 
Mi Iler Code 

3. LINEARCODES 

A I ine code is said to be I inear it the en­ 
coded sequence it produces can be completely 
derived from -the i npu-t da-ta (or i-ts precoded 
version) using a linear relationship. The basic 
binary signal discussed in Section 3.2 is the 
only I ine signal in this class not containing 
any form of redundancy. On the other hand, 
correlative-level <Ret.6) or partial-response 
(Ref. 7) coding uses an increase in the number 
of transmitted levels, while two-phase modu­ 
lation cod.i n q employs an increase in signal I ing 
rate. 

3.1 Precoding 

In some line codes, it is desirable to 
precode or transform the basic data sequence in­ 
to another sequence of the same number of levels 
to achieve a certain decoding advantage over the 
unprecoded data. The advantage of precoding is 
described in a subsequent section. However be­ 
cause this technique is encountered several 
times in this paper, it is convenient to dis­ 
cuss it here. It should be noted that provid­ 
ing the original data symbols are equally I ike­ 
ly and statistically independent, precoding does 
not alter the statistics of the data sequence. 
(Ret.19). 
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To i 11 ustrate the concept of precoding, the 
fol lowing very common example is appropriate. 
Consider the block diagram of a simple binary 
precoder illustrated in Fig.1. The precoded 
sequence {b } is obtained by modulo-2 addition 

n 
of the input data sequence {a} and the sequence n 
{b} delayed by a single period, i.e.: 

n 

b n 

D t---J ~ UNIT DELAY 

(bn:}- 0 MODULO 2 

OUTPUT 
ADDER 

Fig.1 - A simple example of bina:ry preaoding. 

The above precoding technique is in fact the 
differential encoding method (Ref.2) that is 
widely used in digital magnetic recording. 
Given a binary data sequence the differentially 
encoded waveform consists of transitions cor­ 
responding to the "ones" and no transitions 
otherwise. This binary waveform is also knbwn 
as Non-Return-to-Zero-Mark (NRZ-M) or Non­ 
Return-to-Zero-Inverse (NRZ-1) while the one­ 
mark and zero-space representation is known as 
Non-Return-to-Zero-Leve I (NRZ-U. From Fig .2 
one can readily see that the NRZ-M represent­ 
ation is identical to the NRZ-L representation 
of the precoded data sequence. 

BINARY DATA 
SEQUENCE 

NRZ • L 
REPRESENTATION 

NRZ • M 
REPRESENTATION 

PRECODED 
VERSION OF DATA 
SEQUENCE 

o 111 o 111 o I o 111111 I o lo 11 I o I 1111 o 

( 1) 

o 1111 I o I o I o 111o1111I11o1011 I o 10 
--IT 1-- PULSE REPETITION PERIOD 

NRZ-L and NRZ-M representations of 
a bina:ry data eequenoe , 

Obviously the modulo-2 operation can be 
generalized to modulo-m operation for multi level 
signals, while the more general form of preced­ 
ing is described in Section 3.3. 

Fig.2 

3.2 Binary Signal 

The simplest form of line signal is the 
binary signal and it may be suitably modified 
to satisfy the two requirerrents as stated in 
Section 2. 

The binary signal may be scrambled to ensure 
sufficient transitions from which timing in­ 
formation can be recovered from the received 
s i gna I. 

To satisfy the second 
and LF components are 
before transmission. 
may be reinstated by 
as DC restoration or 
<Ref. 3). 

req u i rerrent, the DC 
suppressed and filtered 
At the receiver these 

local generation known 
quantized feedback 

Two examples of applications of the above 
technique are the baseband transmission of the 
groupbandwidth data signal (Ref.4) and the Bel I 
T-4M 274 Mbit/s digital transmission system over 
coaxial cables (Ref.5). 

3.3 Partial-Response or Correlative-Level Coding 

In this transmission technique, intersymbol 
interference is allowed in precisely prescribed 
integral amounts and at precisely determined 
tirre instants, as opposed to Nyquist's ideal 
non-intersymbol interference transmission (see, 
for example, Ref.8). The transmission channel 
does not respond fully within one symbol in­ 
terval at the sampling instants, but only res­ 
ponds partially. That is each sampled impulse 
response extends over more than one interval 
thus causing the amplitude levels to be corre­ 
lated in the transmitted signal. Partial­ 
response or correlative-level coding systems 
are also called multiple-response coding systems 
<Ref.9). For a given number of input data 
levels, the.number of transmitted signal levels 
is increased, leading to a higher required 
signal-to-noise ratio (SNR) for a given error 

rate 1. On the other hand, partial-response (PR) 
coding techniques provide an expedient rreans of 
shaping the signal power spectral density into 
a convenient format for transmission. In some 
circumstances this advantage may outweigh the 
disadvantage of the increased number of levels. 

A block diagram of the PR transmitter is 
i I lustrated in Fig.3. The PR encoder transfer 
function H(D) can be expressed as : 

PRECODED 
SEQUENCE 

ml- LEVEL r----­ 
DATA I 1I/H (DJ) I 

" 1mod m SEQUENCE 

Fig.3 

PRECODER 

H(D) 

PARTIAL - 
RESPONSE 
ENCODED 
SEQUENCE 

---- •• PARTIAL - 
RESPONSE - SIGNAL 
TO LINE 

TRANSMIT 
FILTER 

PARTIALi­ 
RESPONSE 
ENCODER 

Bl.ook: diagram of a past-ial. response 
transmitting system. 

N-1 
l 

k=O 
(2) 

where the coefficients hk are integers which may 

be positive or negative, h
0 

and the number of 

input data levels, m, are relatively prirre, and 
Dis the unit-delay operator. By choosing an 
appropriate function for HW), nul Is can be 
produced in the signal spectral density function 
at zero frequency and at integral multiples of 
one-half the line frequency (or Nyquist fre­ 
quency). In passing it should be noted that al I 
the commonly used PR codes have only two non­ 
zero hk terms. 

This pen a I ty in SNR however may be re cove red 
by making use of the inherent redundancy 
which exists in the PR signal <Refs. 10-11). 
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Since the levels in the transmitted PR 
signal are correlated, a decoding error at the 
receiver can yield additional subsequent errors. 
To avoid this error propagation phenorrenon, the 
input data sequence Is converted into another 
sequence by the precoder whose transfer: fun­ 
ction P(D) is the inverse over modulo m of the 
PR encoder transfer function, viz.: 

P(D) = 1/HCD) 

H(D) 

and P(D) 

- D 

1/( 1-D) 

mod m 

It can be shown that only a simple modulo-m 
operation is required to recover the original 
data sequence. (Ref. 10). 

In the fol lowing paragraphs, we shal I look 
at sorre commonly used I ine codes belonging to 
this class of PR signal I ing. 

Bipolar or Alternate-Mark-Inversion (AMI) Code 

This widely used method of I ine coding is 
usually described as fol lows: 

In the bipolar encoded sequence a binary input 
"zero" is uncoded and is represented by a space 
br absence of a pulse. On the other hand, a 
binary input "one" is represented by a mark, or 
pulse which alternates in polarity. 

This code can also be described in terms of 
PR coding with binary input ,data. The PR coding 
becomes (Fig.4): 

mod 2 

(3) 

(4) 

(5) 

This code has found numerous applications, 
notably in junction cable primary level (1.544 - 
2.048 Mbit/s) PCM systems (Ref.12). It pos- 
sesses several characteristics that are desirable 
in baseband pulse transmission. It has no DC 
component and contains on I y a sma I I amount of 
low-frequency (LF) components (Fig.5). Timing 
information can be easily recovered from the 
received I ine signal by simple ful I-wave recti­ 
fication fol lowed by a narrow bandpass filter or 

BINARY 
DATA 

SEQUENCE 

Pig.4 

MODULO 2 
ADDER ARITHMETIC 

ADDER 

BIPOLAR 
ENCODED - SEQUENCE 

--; i-- PULSE REPETITION 
I PERIOD T 

A 
BINARY DATA 

0 SEQUENCE 

A 
BIPOLAR 0 SEQUENCE 

-A I I I I I I I I I I I I TIME 

A bipolar or AMI encoder and its 
associated waveforms 
(with half-width rectangular pulses). 

a phase-locked loop. Errors in the received 
signal can also be detected and monitored with­ 
out reference to the transmitted information 
using the pulse polarity alternation rule. Of 
course, errors that occur successively in even 
numbers and with alternating polarities cannot 
be detected. A forerunner of the bipolar code 
is the twinned binary code or dicode which is 
in fact the non-precoded version. 

As rrentioned earlier in Section 2, it is 
convenient to separate the coding aspects from 
the pulse shaping of the line signal. For 
random binary input data, both the AMI and 
twinned binary codes yield the sarre normalized 
power spectral density characteristics (Fig.5) 
with nul Is at zero frequency and at multiples 
of the signal I ing frequency, narrely, 

(6) 

where T is the pulse repetition period. For a 
given transmitted pulse shape, the actual power 
spectral density is then given by: 

1, 2 

1,,0 

0, 8 
NORMALISED 
POWER 
SPECTRAL 
DENSITY 0, 6 
WN (f) 

0,4 

0,'2 

W N(f) = sin2 rrfT 
T: PULSE REPETITION PERIOD 

0 --- -· -- -- - - -- -- 
0 

Fig.5 

0,2 0;4 0,6 0,8 1.0 1,2 1,4 1,6 1,8 2,0 
NORMALISED FREQUENCY (fT) 

Normalized power spectral density of random bipolar 
sequence (negative frequency component not shown) 
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(7) 
Equation (10) can be factorized into 

H(D) = (1 - D) (1 + D), ( 12) 
where G(f) is the Fourier transform of the trans­ 
mitted pulse shape and WN(f) is the normalized 

spectral density. For the half-width rectangular 
pulse, the power spectral density of the random 
AMJ I ine signal is shown in Fig.6. 

( W(f)/ A2T) \ 

0,3 ),,, 
A2T 1( sin\( TTIT /12'} sinl21TT IT 

W(f)F ""41 <irrnVZll[ 

0,1 

A: PULSE AMPLITUDE 
T: PULSE REPETITION PERIOD 

0 0,2 0,4 0,6 0,8 1,0 1,2 1,4 1,6 1,8 2,0 
NORMALISED FREQUENCY (IT) I 

Fig. 6 - Power epectiral: denei. ty of a random 
bipolar eequence with half-width 
reobanqu'la» pulses (negative frequenay 
oomponent: not shown) • 

Multi level or higher order bipolar codes can 
be similarly generated using the same expression 
for H(D) = 1-D, and for P(D) = 1/( 1-D) fhe latter 
being operated over modulo m where m is the 
number of information levels of the input data. 

Duob i nary Code 

This code devised by Lender (Ref.13) is ob­ 
tained by using the fol lowing relations for 
H(D) and P(D) in Fig.3 

implying that nul Is exist at zero frequency and 
at integral multiples of the Nyquist frequency. 
The presence of these nul Is is particularly use­ 
ful as it al lows the insertion of pi lot-tones 
and the application of single-sideband (SSB) 
transmission in carrier systems (Refs. 17, 18). 

A comparison of the power spectral density 
functions of random data sequenees encoded 
according to the previous three PR schemes is 
illustrated in Fig.7. 

and 

-H<D) 

p(D) 

1 + D 

1/( l+D) mod m 

(8) 

(9) 

Other Partial-Response Coding Schemes 

As discussed previously, the PR encoder 
transfer function H(D) can be designed to yield 
certain desirable characteristics. A variety of 
schemes have been proposed (see, for example, 
Refs. 7, 19). With multi level input data, 
partial-response signal I ing can be possible only 
if the multilevel data can be precoded. A con­ 
dition which ensures that the above requirement 
is satisfied has been derived by Gerrish and 
Howson (Ret.20). This is previously stated in 
the definition of the PR enco oe r=t rens te r 
function (cf. eq.2), namely, the coefficient h 
and the number of input levels m must be re- 0 

I at i ve I y p r i me . 

The previous PR systems are based on delays 
equal to multiples of the symbol interval T. 
However it is also possible to use different 
values of delay. When the delay is halved, and 
therefore equal to T/2, the duobinary code de­ 
generates into what is-known as the biternary 
code (Ref.21). Correspondingly, the nul I at the 
Nyquist frequency in the duobinary case is now 
shifted to twice this value, ie. to the signal­ 
Ii ng frequency. 

The presence of (l+D) in the partial-response 
expression H(D) yields nul Is at odd multiples of 
the Nyquist frequency (one half the signal I ing 
frequency) in the spectral density characteris­ 
tic of the encoded sequence (Fig.7(b)). The 
application of duobinary coding is more or less 
restricted by the high values of the signal 
spectrum at low frequencies, although it is used 
in frequency-modulated systems where this dis­ 
advantage is not relevant. 

Modified Duobinary or PR Class 4 Code 

In this code, independently introduced by 
Lender (Refs. 14,15), and van Gerwen CRefs. 16, 

17l2, the expressions for H(D) and P(D) are 
respective I y : 

H<D) 

and P(D) 

1 - D2 

1/(1 - D2) mod m 

( 10) 

( 11) 

2 The classification of this code as PR 
class 4 was made by Kretzmer (Ret.7). 

Generalized Partial-Response Coding 

In the majority of data transmission schemes 
where the signal has been distorted 
channel, it is usual to equalize the signal at 
the receiver. However this may lead to noise 
enhancement and pre-equalization at the trans­ 
mitter has been proposed to overcome this 
effect. But the pre-equalization of the signal 
may given rise to very large peaks in the signal 
level which is highly undesirable from the im­ 
plementation point of view. Generalized partial­ 
response coding (Refs. 22,23) has been proposed 
to overcome this problem but at the penalty of 
an increased number of levels at the receiver. 

In this generalized te~hnique analogue 
intersymbol interference (as opposed to integral 
amounts in the ordinary PR case) is de I i berate I y 
introduced before the signal is transmitted. In 
other words, the coefficients hk in Eq.(2) need 

not be al I integers, and the precoder is now 
operating over a field of real numbers. 

3.4 Two-Phase (or Frequency) Modulation Coding 

In this class of line coding, transmission 
redundancy is introduced by using a signal I ing 
rate equal to twice the input binary data rate. 
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NORMALISED 
SPECTRAL 
DENSITY 

1101 
NORMALISED 
SPECTRAL 
DENSITY 

0)5\ 

(al 
BIPOLAR 
H(D) = 1- D 

NORMALISED 
FREQUENCY 

(bl 
DUOBINARY 
H(D) = 1 + D 

2 NORMALISED 
FREQUENCY 

1,0 

NORMALISED 
SPECTRAL 
DENSITY 

0(5 

(cl 
PARTIAL 
RESPONSE 
CLASS 4 
H(D) = 1 - 02 

NYQUIST\ 2 NORMALISED 
FREQUENCY 

Fig.7 

BANDWIDTH I 

Comparison of normalized spectral densities of random data 
encoded according to bipolar, duobina,ry and partial response 
class 4 schemes. 

The line signal is DC free and contains a large 
number of transitions from which timing inform­ 
ation can be recovered. 

Di phase 

In its simplest form, a two-phase modulation 
line signal is derived by allocating respective­ 
ly two complementary phases to represent the 
two states in the binary data to be transmitted. 
The two basic elements of diphase are shown in 
Fig.8(a); the resulting line signal is shown 
in Fig.8(b) and is known as diphase or biphase-L 
(Ref.24). Obviously the al location of the basic 
e I ements cou Id be reversed. 

On the other hand, if the binary data is 
first precoded according to the structure given 
in Fig. 1 and then transmitted as above, precoded 
diphase is obtained (Fig.8(b)). The latter 
signal is also known as bi phase - M(Ref.24), or 
frequency - doubling coding (Ref.25), or con­ 
ditioned diphase (Ref.26) or two-level AMI 
Class I I coding (Ref.27). A common alternative 
description of precoded diphase is that there 
is always a signal transition in the middle of 

each symbol period and an additional transition 
at the beginning where there is a bi nary "zero" 
Jn the original data sequence. 

Both diphase and precoded diphase, sometimes 
col I ecti ve ly known as Manchester codes (Ref.24), 
can also be interpreted as Walsh-Type 1 (WAL-1 l 
mcdulations of a NRZ binary sequence and of its 
precoded version, respectively. Since precoding 

BINARY DATA SEQUENCE 

DI PHASE OR BI PHASE - L 

BASIC 
ELEMENTS 
OF DIPHASE 

11011101011111110101110111110 

PRECODED VERSION OF 
DATA SEQUENCE 

CONDITIONED DIPHASE OR 
BIPHASE - M 

Fig. 8 - Beampl.ee of diphase and conditioned 
diphase line codes. 
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does not alter the statistics of a random binary 
data (Section 3. 1) the spectral density function 
is the same for both diphase and precoded di­ 
phase, Using the techniques described in Ref.2 
(Chapter 19) the two-sided spectral density can 
be shown to be: 

W ( f) = A 2T [ sin ( TI fT /2) ] 
2 

(TifT/2) ( 13) 

where A is one half of the peak-to-peak amp Ii­ 
tude and T the pulse repetition period. 

In summary, diphase and conditioned diphase 
can be described in terms of transitions, or as 
a form of modulation, viz. either phase reversal 
modulation or binary frequency shift modulation 
or amplitude modulation (suppressed carrier) with 
the carrier frequency equal to the data rate. 

90° Carrier Diphase 

In some applications, it is advantageous to 
shift the transitions in the original diphase by 

90° (Ref.28). The resultant line signal can be 
then interpreted as Walsh - Type 2 (WAL-2) mod­ 
ulation of a NRZ binary sequence. The two-sided 
spectral density function when transmitting a 
random binary data sequence is then given by : 

W(fl = 4A2T [sin (1rfT/2l] 2 . 4 
(TifT/2) Sin (TifT/4) ( 14) 

where A and Tare as previously defined. From 
the plot in Fig.9, of the two spectral densities 

of di phase (WAL-1 modulation) and 90° carrier 
diphase (WAL-2 modulation) it can be seen that 
the Ii ne s i gna I energy of the I atter code is. 

concentrated at higher frequencies than the 
former. As a consequence, the latter code has 
a self-equalizing property in cable transmission 
when coherent detection is used, ie. when the 
WAL-2 di phase Ii ne s i gna I is regarded as a double 
sideband amp I itude modulation signal with sup­ 
pressed carrier <DSBAM-SCl. <Ref.28). 

3.5 Modified Two-Phase Modulation Coding 

Modified versions of the previous two-phase 
modulation coding techniques have also been 
proposed. Basically, they are linear combin­ 
ations of diphase, partial-response coding and a 
timing component, and they may or may not involve 
an increase in transmitted levels. The wave­ 
forms of the schemes described below are shown 
in Fi g. 10. 

BINARY DATA 
SEQUENCE 

TWO LEVEL 
AMI CLASS 1 
CODING 

PULSE DOUBLET 
CODING 

MODIFIED PULSE 
DOUBLET CODING 

_!_ I Q I ! I ~ I()_ I _!_ l.!_I _I_ I _()_ I _Q. I _!_ I 0 I I I 1 I 0 

Fig.10 - Wavefoms of some modified two-phase 
modulation sahemes. 

Two-Level AMI Class I Coding 

This line signal together with the two-level 
AMI Class I I signal has been proposed for use in 
digital fibre optic communication system (Ref.27), 
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which encounter transmission requirements similar 
to those in cable systems. As mentioned in 
Section 3.4, the two-level AMI Class I I is iden­ 
tical to precoded or conditioned diphase. As tor 
the two-level AMI Class 1 signal, it is in tact 
a linear combination of three components, namely, 
a bipolar or AMI full-width signal, a di phase 
signal and a timing component at the binary data 
rate. Its power spectral density tor random 
data can be readily derived from Figs. 6 and 9. 

Pulse Doublet Coding 

This line signal was first proposed by Marko 
et al. (Ret.29) for application in high-speed 
digital coaxial cable systems (of the order of 
280 Mbit/s and above). The encoding procedure 
consists of transmitting a pair of contiguous 
half-width pulses of opposite polarities tor 
every binary "one" in the data sequence, while 
binary "zeros" are not encoded. From this pro­ 
cedure, the signal can be readily decomposed 
into a diphase signal and a timing component at 
the binary data rate. Its power spectral density 
can be thus obtained from Fig.9. Since "zeros" 
are not encoded and "ones" encoded into pu I se 
doublets of opposite pol ari ties, the s i gna I is 
basically a two-level scheme and presents seve­ 
ral advantages in system implementation (Ret.29). 

A slightly modified pulse doublet coding 
scheme (Ref.30) is proposed for application in 
data above voice CDAV) t ransm i ss ion over sym­ 
metric pair cables. Binary "ones" in the data 
input are encoded as pulse doublets and "zeros" 
are not encoded. However, the polarity of the 
doub I ets is cont ro I I ed by both the a I tern ate­ 
mark- in version rule and the even-odd time slot 
rule. A simpler explanation of the above encod­ 
ing rule is as fol lows : the encoded signal can 
be regarded as the result of a double-sideband 
modulation with suppressed carrier of an AMI 
signal. The carrier frequency is halt the bit 
rate and its phase is shifted by halt a symbol 
period relative to the AMI signal. Its power 
spectral density can be thus readily derived 
from the AMI spectrum. Note that in Ret.30, a 
half-width AMI signal is used and the line 
signal therefore consists of quarter-width 
pulses. 

lntertran Pulse Position Coding 

This line signal used in the digital loop 
equipment of the Canadian Dataroute networ-k 
(Ref.31) is basically a linear combination of a 

90° carrier diphase signal and a timing compon­ 
ent at twice the binary data rate. It thus has 
the self-equalizing property described in 
Section 3.4 it synchronous detection is used and 
its spectral density can be easily obtained from 
Fig.9. Since the discrete timing component is 
located at twice the data rate which is a nul I 

in the spectral density of 90° carrier diphase, 
timing information can be directly re cove re d from 
the received line signal. 

4. NON-LINEAR CODES 

As their name indicates, the encoded se­ 
quences produced by non-linear codes cannot be 
completely derived from the input data by means 
of a I inear relationship. Non-linear codes can 

be divided into two classes, namely, alphabetic 
and non-alphabetic. Again, as in the case of 
linear coding, redundancy in the line signal is 
in the form of either increase in the number of 
transmitted levels or increase in signal ling 
rate or a combination of these two. 

4. 1 Alphabetic Codes 

An alphabetic code is defined as one in 
which x K-level digits are converted into words 
of y L-level digits using a translation table. 
Such a code is conveniently denoted as an xK-yL 
code, although this notation is not always 
adopted. The ratio of signal I ing or I ine rate 
to the input data rate is then equal to:- 

y_ 
X 

C 15) 

For the conversion to be possible, the 
fol lowing relationship must be satisfied: 

or 

x :S y I ogK L ( 16) 

Since the encoding procedure of an alpha­ 
betic code requires the conversion of input data 
into individual blocks or words, these have to 
be properly framed or synchronized at the re­ 
ceiving terminal before the information can be 
correct I y recovered, even it no error had occur­ 
red during transmission. Synchronization is 
normally achieved by monitoring the various in­ 
bui It properties of the code, such as sum of 
transmitted digits (or accumulated disparity or 
running digital sum), permissible patterns, 
state transitions, etc. 

(a) Binary Alphabetic Codes 

There exists a variety of codes belonging 
to this category. 

Zero-Disparity Code 

The va Ii d codewords in this scheme are 2.n­ 
b it words which must contain n "ones " and n 
"zeros". To keep the redundancy to a low level, 
n must be made large. 

Unit-Disparity Code (Ref.32) 

In this method, a two-state ("one" and 
"zero") line signal is transmitted but the only 
va Ii d codewords are digit groups in wh i eh the 
number of "ones" di fters by only 1 from the 
number of "zeros" used. 

Neu Codes (Ret.37) 

In this technique, binary data is converted 
into another binary sequence via binary - 
ternary - binary translation. In other words, 
the binary data is first converted into a tern­ 
ary stream using an appropriate conversion pro­ 
cedure (eg. 3 binary - into - 2 ternary, 3B-2T). 
The resultant sequence is then translated back 
into binary using one of the rules given in 
Tab le 1. 
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TABLE 1 - Neu Code Translation 

Ternary. Symbol A-Code B-Code 

+1 01 10 
0 00 00 and 11 

alternating 
-1 10 01 

( 11 not used) 

The B-code has the fol lowing properties. On 
the average, the number of "ones" is equal to 
the number of "zeros" and the line signal can be 
said to be balanced. The maximum number of con­ 
secutive "ones" or "zeros" is equal to 4. Error 
monitoring can also be carried out using the 
alternating rule in the translation. The pre­ 
vious three properties have been attained through 
an increase in signal I ingrate. The ratio of the 
latter rate to the input data rate is 4/3 using 
3B-2T as the intermediate binary-to-ternary 
con ve rs i on • 

Harvey Code (Ref.38) 

The generation of this code is similar to 
the previous one. An intermediate binary-to­ 
ternary conversion is used and the ternary 
sequence is translated back into binary using 
the rule given in Table 2. 

cable PCM systems. Apart from a few recent pro­ 
posals these codes have been described in a pre­ 
vious paper (Ref.1). In the present work only 
a brief description is given, and the interested 
reader is directed to Ref.1 for further details. 

Multi level Zero-Disparity Code 

One example of a multi level equivalent of 
the binary zero disparity code (see subsection 
4. l(a)) can be formed as fol lows. Assuming that 
the number of levels Lis odd, then the code is 
generated by adding to a word of n digits, an 
(n+l)th digit whose magnitude is equal to the 
digital sum of the previous n digits but of op­ 
posite polarity. A valid codeword is obtained 
when the digital sum of then-bit word does not 
exceed (L-1)/2. Codes with even Lare slightly 
more difficult to generate because of the re­ 
striction on the amp! itude of the added digit. 
(Ref. 54). 

Pai red-Selected Ternary (PST) Cod~ (Ref.39) 

The PST code translation is as shown in 
Table 3. It consists of two alphabets which 
alternate each time 01 or 10 is detected in the 
binary input stream. Note that the ternary 
pairs ++, -- and 00 are not used, and they can 
therefore be used to provide framing information. 

TABLE 3 - PST Code Translation 

TABLE 2 - Harvey Code Translation 

Ternary Symbol Bi nary Word 

+1 
0 
-1 

1000 
1100 
1110 

Binary Ternary Word 
Word 

Mode A Mode B Word Digital Sum 

00 -+ -+ 0 
01 O+ 0- ±1 
10 +O -0 ±1 
11 +- +- 0 

Modes alternate after each 01 or 10. 

The start of each codeword is uniquely 
described by a zero-to-one transition, and each 
code word can be identified by the location of 
the one-to-zero transition. These properties 
have been achieved through a large amount of 
transmission redundancy. Using a 3B-2T code 
as the intermediate binary-to-ternary conversion, 
the ratio of signal I ingrate to input data rate 
is 8/3. 

This class of coding is where 2 binary digits 
are converted into 3 binary digits, according to 
a translation table. A particular example has 
been proposed for use in digital communications 
over optical fibres (Ref.56). This code is suited 
to this application as it is two-level and hence 
minimizes the effect of the laser diode trans­ 
mitter non-linearity. It also provides error 
monitoring, no AOC requirement and a "de-con­ 
strained" signal. 

(b) Multi level Alphabetic Codes 

A large number of these codes has been pro­ 
posed, mainly for application in high-capacity 

When the probabi I ities of occurrence of 
"ones" and "zeros" differ considerably, a modi­ 
fied version of PST is preferred (Ref.39). Other 
alphabetic codes without change in signal I ing 
rate can be similarly constructed. 

4B-3T Codes 

There exists a number of proposa Is whi eh 
consist of translating blocks of four binary 
digits into words of three ternary digits. 

In the STL3 version (Ref.40), six four­ 
digit words are converted directly into balanced 
or zero-disparity 3-digit ternary words, The 
remaining ten are translated into ternary words 
of ±1, ±2, and ±3 digital sums. These ternary 
words are grouped into two alphabets according 
to the polarity of their digital sum (Table 4). 
The two modes are then appropriately applied, 
thus compensating for any disparity in the digi- 

3 STL stands for Standard Telecommunication 
Laboratories Ltd., a subsidiary of Inter­ 
national Telephone and Telegraph Corp .. 
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TABLE 4 - STL 4B-3T Code Translation 

Binary Ternary Word 
Word 

Mode A Mode B Word Digital Sum 

0000 +0- +0- 0 
0001 -+0 -+0 0 
0010 0-+ 0-+ 0 
0011 +-0 +-0 0 
0100 ++O --0 ±2 
0101 O++ 0-- ±2 
0110 +O+ -0- ±2 
0111 +++ --- ±3 
1000 ++- ---+ ±1 
1001 -++ +-- ±1 
1010 +-+ -+- ±1 
1011 +00 -00 ±1 
1100 O+O 0-0 ±1 
1101 00+ 00- ±1 
1110 0+- O+- 0 
1111 -0+ -0+ 0 

A modified version of MS43, called "FOMOT" 
(Four Mode Te rn arv ) has also been proposed 
(Ref.43). It has four modes of operation in­ 
stead of three. 

L742 Code (Ref.44) 

This code has been constructed using the 
technique devised by Franaszek (Ref.24). In 
this scheme blocks of four binary digits are 
translated into words of two seven-level symbols 
grouped into the three alphabets. 

VL43 Code (Ref.42) 

Mode A: 
Mode B: 

RDS: 

RDS= -1, -2, -3 
RDS= 0,1,2 
Running Digital Sum at End of 
Ternary Word 

tal running sum. Modified versions of this 
4B-3T code have also been proposed (Ref.41). 

In the Franaszek MS43 code (Ref.42), the 
translation is derived systematically from a 
set of permissible states by keeping the run­ 
ning digital sum below a certain value. The 
ternary words are grouped into three alphabets 
corresponding to the running digital sums at 
the end of the words. (Table 5) 

TABLE 5 - MS43 Code Translation 

Bi nary Ternary Word 
Word 

This an example of systematically construct­ 
ed codes, but the length of the I ine codewords 
may be varied. However, for practi ea I reasons 
the lengths are taken as multiples of a chosen 
value. In the VL43 codes, blocks of 4 or 8 bin­ 
ary data digits are converted into words of 3 or 
6 ternary symbols grouped into five alphabets. 
The variable-length characteristic al lows a de­ 
crease in the range over which the running 
digital sum can vary. This range is also known 
as digital sum variation or DSV. 

3B-2Q Code (Ref.45) 

In this code b I ocks of three digits a re 
converted into words of two four- I eve I symbo Is. 
The latter are grouped into two alphabets and 
the modes alternate when the first two input 
data bits are both "zeros" or both "ones". 

Mode A Mode B Mode C 

0000 +++ -+- -+- 
0001 ++O 00- 00- 
0010 +O+ o~o 0-0 
0100 O++ -00 -00 
1000 +-+ +-+ --- 
0011 0-+ 0-+ 0-+ 
0101 -0+ -+o -0+ 
1001 00+ 00+ --0 
1010 0+0 O+O -0- 
1100 +00 +00 0-- 
0110 -+0 -+0 -+0 
1110 +-0 +-0 +-0 
1101 +0- +0- +0- 
1011 0+- 0+- 0+- 
0111 -++ -++ --+ 
1111 ++- +-- +-- 

Mode A: RDS 
Mode B: RDS = 2, 3 
Mode C: RDS= 4 

RDS: Running Digital Sum at End of 
Ternary Word 

6B-3QI Code (Ref.46) 

In this code blocks of six binary input 
digits are translated into words of three five­ 
level symbols grouped into two a.lphabets. Mode 
alternation is control led by the running digital 
sum at the end of the quinary word. 

Other Alphabetic Codes 

For a given number of levels in the requi r­ 
ed line signal, a nost of alphabetlc codes can 
be readily constructed provided that the con­ 
dition in Eq.(16) is satisfied. However, suf­ 
ficient redundancy must be al lowed in order to 
ful fi I the requirements for baseband transmission 
(Section Z). Fur-thermore, The n umbe r of +r-ene+ 
mitted levels is usually restricted because of 
implementation difficulties. Ternary line codes 
sti 11 attract great interest, and attempts are 
made to derive three-level alphabetic codes with' 
efficiency greater than that of the 4B-3T types. 
One proposal introduces a 10B-7T (10 Binary-into- 
7 Ternary) code by increasing the number of 
digits in the word translation (Ref.47). In an­ 
other proposal 6B-4T (6 Binary-into-4 Ternary) 
code, the digital sum variation (DSV) is left 
unbounded; however if the input data sequence is 
random, for example if a scrambler is used then 
p robab i Ii sti c bounds can be p I aced on the DSV 
<Ref. 48). 

4.2 Non-Alphabetic Codes 

(a) Binary Non-Alphabetic Codes 

Polarity Pulse Coding (Ref.34) or Carter Code 
(Ref.33) 

Polarity pulse coding takes an n-bit data 
block and transmits it either unchanged or with 
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the bits inverted, as an (n+l)-bit-code word so as 
to reduce the running digital sum since the be­ 
ginning of transmission. The extra digit, which 
serves as polarity digit, is to indicate whether 
or not the original data word has been inverted. 
Similar but multi level techniques known as feed­ 
back balanced block coding (Ref.35) are described 
in a subsequent section. 

Mi I !er Code (Ret.49) or Delay Modulation (Ret.50) 

This code is a variation of the diphase or 
biphase-L described earlier in Section 3.4. It 
is derived by deleting every second transition 
in the diphase signal. Another description of 
the encoding procedure consists of the following 
rules: 

A transition from one level to the other is 
placed at the midpoint of the bit period when 
the binary data contains a "one". No transition 
is used for a "zero" unless it is fol lowed by 
another "zero", in which case the transition is 
placed at the end of the bit period of the first 
"ze rc", 

Fig,11 illustrates the relationship between 
di phase and delay modulation. It can also be 
shown (Ref.51) that delay modulation has its 
power concentrated at a low frequency (just be­ 
low half the bit rate), making it particularly 
useful when bandwidth availability is smaJI. 

BINARY DATA 
SEQUENCE 

DIPHASE OR 
BIPHASE - L 

MILLER CODING OR 
DELAY MODULATION 

Fig.11 Waveforms of diphase and delay 
modulation. 

(b) Multi level Non-Alphabetic Codes 

Time Polarity Control Coding (Ref. 12) 

In this transmission scheme time slots are 
label led alternately positive and negative. 
Bi nary "ones" in the input data occurring in 
negatively-label led slots are transmitted with 
a negative polarity. "Ones" occurring elsewhere 
and "zeros" are sent out unaltered. However 
adverse data patterns can produce low-frequency 
and even DC components. 

Fi I led Bipolar or AMI Codes 

These codes are generally derived from the 
basic bipolar encoding rule (Section 3.3), 
namely, successive data "ones" alternate in 
polarity while binary "zeros" in the data are 
transmitted uncoded. However the long sequences 
of "zeros" are undesirable as little or no 
+l ml nq information can be derived for regene­ 
ration purposes. This deficiency can be readily 
corrected either by breaking the long zero sequ­ 
ences by scrambling the input data or by substi­ 
tuting for the sequences of consecutive "zeros" 
of a certain length some chosen non-zero pat­ 
terns. At the decoder these are located and 
removed. 

For clarity we shal I adopt Croisier's 
scheme of naming the polarities of ternary line 
pulses (Refs. 52,57). Spaces are denoted as "O". 
Positive and negative pulses generated using the 
bipolar encoding rules are called "B" pulses. 
On the other hand, pulses (whether inserted or 
inverted from the original sequence) that viol­ 
ate this rule are denoted as "V" pulses. In 
other words, a "V" pulse has the s ane polarity 
as that of the preceding pulse. 

B6ZS Code 

With this code the encoded sequence is ob­ 
tained from the original bipolar stream upon 
substituting the to! lowing pattern: 

BOVBOV ( 17) 

for any strings of six consecutive zeros. 

Other bipolar with n-zero substitution 
codes (modal or non-modal) can also be derived 
<Ret.53). 

High-Density Bipolar (HDB) and Corrpatible High­ 
Density Bipolar (CHDB) Codes (Ref.52) 

A HOB codes of order n (n~2), denoted as 
HDBn, is one in which (n+l) consecutive "zeros" 
a re rep I aced by one of the to I I owing sequences: 

BOO •.• V 

or 000 ..• V '---v-----' 
(n+l) digits 

( 18) 

( 19) 

and where the rema r n r nq "ones" or pulses in the 
original data sequence alternate in polarity, 
taking also into account the pulses present in 
the f i I I i ng patterns. The choice of these 
sequences (Eqs. 18, 19) is carried out in such a 
way that the number of B pulses between the 
successive V pulses is always odd. Successive 
V pulses are therefore alternating in polarity 
and consequently the digital sum variation (DSV) 
is only two. 

A variation of the substitution patterns 
I eads to substant i a I advantages. In this case 
the fi 11 ing sequences are: 

00 •.. BOY 

or 00 ... OOV 
'---v---' 
(n+l) digits 

(20) 

(21) 

and the codes are called compatible HDBn or 
simply CHDBn. They are so named because a uni­ 
versal CHDB decoder can be used, irrespective 
of the order n. 

Noting the slight differences in the defin­ 
itions of n in BnZs, HDBn and CHDBn, it can be 
seen that B3ZS, HDB2 and CHDB2 codes are identi­ 
cal. Another version of fi I led bipolar ea! led 
transparent interleaved bipolar (TIB) code has 
also been proposed (Ref.52). 

Feedback Balanced Codes 

There are two types of feedback balanced 
codes, one involving redundancy in the number 
of symbols or digits and the other in the 
nurrber of amp! itude le;i.els. 
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The first scherre is the multilevel version 
of the binary polarity pulse coding (see sub­ 
section 4.2(a) and Ref.34). A polarity pulse 
usually of magnitude equal to the maximum amp Ii­ 
tude of the multi level sl qn a l is used to in­ 
dicate whether the data word has been inverted. 
(Ref.35). The polarity pulse may also be refer­ 
red to as a pi I ot pu I se and can be used· to ad­ 
vantage for other purposes e.g. adaptive 
eq ua I i ze r adj ustrrent. <Re f. 36) • 

The second scherre involves an increase in 
the number of possible levels for each digit or 
symbol. This redundancy is then used to mini­ 
mize the low frequency components by control I ing 
the polarity of sorre of the output pulses by 
negative feedback (Ref.55). This multilevel 
signal cannot be classified with the partial 
response codes as the generating algorithm is 
essentially non-linear4 

5. CONCLUDING REMARKS 

In this survey we have attempted to describe, 
various line coding techniques proposed for 
applicable in baseband digital transmission. 
It was not practical to incorporate in the sur­ 
vey al I the codes discussed in the literature; 
rather the aim has been to present the large 
variety of rrethods in a unified fashion so that 
any other proposals may be readily classified 
and understood. 

Comparison of the various properties of 
the line coding techniques described in this 
paper has been minimal. Further detai Is may be 
found in the references cited. It is worth 
rrentioning that sorre I ine codes may also be 
u?ed in digital magnetic recording systems where 
recording requirerrents are similar to those for 
transmission (Section 2). 
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The Design of Equalisers for Class 4 Partial Response 
Data Signals. 

R.P.COUTTS 
B. M. SMITH 
Telecom Australia Research Laboratories 

High speed data transmission over bandlimited channels such as the 
FDM telephony network usually requires group delay equalisation to reduce 
the effects of intersymhol interference. This paper describes an efficient 
method of calculation of the mean square sampled error for SSBAM (or baseband) 
signals. This method is then used for the design of a simple equaliser for a 
Class 4 partial response system to be used for a supermastergroup channel 
modem. La.stly, the effect of such equalisation for this example is used to 
compare various criteria of distortion often used in data transmission, 

1. INTRODUCTION 

The transmission of digital data signals 
over bandlimited channels such as the Frequency 
Division Multiplexed (FDM) telephony network 
is a wel I established practice; for example, 
channels ranging from voice up to the super­ 
mastergroup (equivalent to 900 voice channels) 
have been exploited for this purpose. The 
various channel filters produce a rising group 
delay distortion at the bandedges which can 
cause significant amount of intersymbol 
interference in the received pulses especially 
at the higher data rates. 

To minimise this interference several 
approaches can be adopted. For example, the 
traditional approach has been to use a fixed 
group delay equaliser, often of quite high 
order, to reduce the group delay distortion 
below a somewhat arbitrarily chosen bound in 
the frequency domain. A more valid approach 
recognises that.only the intersymbol interfer­ 
ence at the sample instants is relevant to the 
data receiver's performance. For .example, a 
fixed equaliser could be designed to minimise 
this sampled interference or more ideally one 
of several differing types of automatically 
adaptive equalisers could be used. 

When these channels are considered in more 
detai I, one of their notable characteristics is 
that there is no obviously "best" choice for the 
modulation technique; rather, there are various 
possibilities which have simi far performance but 
with varying areas and degrees of-difficulty. 
One technique which offers a relative simplicity 
of implementation and which has been widely used 
for data transmission over group and wider band­ 
width FDM channels, Is the single side-band 
amp! itude modulated (SSBAM) signal with Class 4 
partial response (PR) coding. Ref.4 

In this paper, we propose to discuss a 
method of designing a fixed equaliser to mini­ 
mise the intersymbol interference at the sample 

instants for the SSBAM Class 4 PR signal. The 
requirement for this design method arose during 
the development of a data modem for operation 
over the supermastergroup FDM channel and where 
there was insufficient resources to develop an 
adaptive equaliser for this application. 

One measure of the intersymbol interference 
or distortion at the sampling instants is the 
Mean Square Error (MSE) and this criterion is 
used to design the equaliser. This criterion 
has been used previously to determine the per­ 
formance of a SSBAM Class 4 PR signal to 
quadratic group delay distortion. Ref.3 In 
this paper we expand the method presented by 
Mazo Ref.5 to give an efficient method of 
calculation of the MSE and which al lows a 
simple automatic design of the optimum equal­ 
iser with a given structure. 

An example is then given to ii lustrate the 
method and finally a comparison is made with 
regard to other measures of performance: namely 
peak distortion and average error probabi I ity 
(for a given signal to noise ratio) in order to 
assess the usefulness of the MSE criterion. 

2. CALCULATION OF MEAN SQUARE ERROR 

Fig.(1) i I lustrates the model of the ideal 
and actual sampled transmission system where 
the sampled error sequence is the difference 
between the two output samples. 

DATA 
SEQUENCE 

J .- {t~} 

Fig. 1. Model of sampled data error. 
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In this figure: 
{an} 

{h} 
n 

{ d } 
n 

is the (p+1) level input 
sequence with possible 
values {±1,±3, •.. ,±p} 

is the baseband sampled 
impulse response of the 
total system 

ls the desired response 
for no distortion. 

An interesting feature of this model in Fig. 
is the gain term k which can be optimised to 
minimise the mean square error (MSE) and can be 
interpreted as a single tap I inear equaliser. 

The error sequence{£} is given by the 
convolution n 

Thus 
00 

a. ( kh . - d . ) (2) £ = I: n i=-oo I n-1 n-1 

where for a Class 4 PR signal di is given by: 

=Fi 

i = -1 
d. i = +1 

I i i' -1,+1 (3) 

The mean square error (MSE) which is denoted 
2 

<£ > is given by: 
2 2 

<£ > = E{E } n 

E{E 
i =-oo j =-oo 

But if {an} is an equi I ikely uncorrelated data 

sequence, then 
(5) 

and e9ua+ion (4) becomes 

2 
<£ > = 

a.a.(kh .-d .l(kh .-d .)} 
1 J n- 1 n- 1 n- J n- J 

The optimum gain factor k to minimise this 
equation is determined from 

2 
o<E > = 0 

ak 

which leads to 

k opt 

Thus substituting for 
knowing Ref.1 that 

E{a.2} 
I 

(h_, - h+1) 

E' h.2 
I j =-co 

kin equation (6) and 

(6) 

(7) 

(8) 

The optimum MSE is given by 

2 
<£ > = ~) 

3 [' - (h_1 - h+1i2] 

E' h.2 
, I 
1=-00 

( 10) 

In order to evaluate equation (10) one must 
evaluate the total sampled pulse response energy 
and the term containing the two dominant pulse 
terms. 

2.1 Sampled Pulse Energy 

In this paper, we develop a method for the 
calculation of the total sampled pulse response 
energy for a SSBAM system which is a simple 
function of timing and carrier phase offset. 
The method is based on considerlng the energy 
in the sampled frequency domain which is termed 
the "Equ Iva I ent Nyquist Spectrum" Ref. 1 and 
can be Interpreted as the resultant spectrum 
due to "a Ii as i nq" because of under-samp Ii ng. 
The energy up to the Nyquist frequency is the 
energy in the sampled time pulse response. 

Specifically, using Parseval 's Theorem and 
the Sampling Theorem the sampled response energy 
is given by: 

00 h.2 = l !11/T 2 
E IH (w) I dw (11 l 
i=-co I 211 eq 

-11/ T 

where 
T is the baud rate 

11/T is the Nyquist frequency (rad/s) 

H (wl is the "Equivalent Nyquist Spectrum" eq 

In Appendix 1 the frequency response of the 
channel is resolved into odd and even components 
a bout the Nyquist frequency in order to derive 
H (w) where this equivalent baseband response eq 
is a function of carrier phase and timing offset. 
Thus assuming there is no energy outside twice 
the Nyquist frequency (i.e. only one level of 
frequency overlap), the sampled pulse response 
energy is given by (Appendix 1). 

00 2 4 2111;; . 211r 
~ hi =,=-{A+B cos(-T-2~)-C s1n(T2~)} 
1=-00 

( 12) 

( 9) 

where 

A, Band Care constants dependent on the 
channel characteristics (see 
Appendix 1). 

, is the timing offset from the optimum 
value for a distortion less channel. 

~ is the receiver carrier phase offset. 

This expression for the sampled energy is valid 
for any SSBAM system and wi II be used In 
equation (10) for the case of Class 4 PR signals 
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2.2 Dominant Pulse Term 

For a carrier system, the pulse response 
is dependent on the carrier phase offset and is 
given by: 

h(t) x(tlcos~ + ~(t)sin~ 

where 

( 13) 

x(t) is the pulse response of the 
channel 

~(t) is the quadrature pulse response 
which in the case of SSBAM is the, 
Hilbert transform of x(t) denoted x(t) 

For the case of Class 4 PR signals, one is 
interested in the term (h(T-T) - h(T+T)) which 
has been written (h_1 - h+1). 

Thus the dominant pulse term from (13) 
is given by 

2 
<E > 

where 

(h - h )2 
-1 +1 

where a 

b 

which leads to 

2 
3 (h_1 - h+1) 

3~ 

~opt 

2 
(h_l - h+1) 

(a cos~+ b sin~)2 

(x_1 

Cl, 
(x_1 

0 

0 

so that from substitution of equation (14) 
~ is given by: 

½ tan -1 { 2~b } 
a -b2 

l:h. 2 
I 

~opt 

and 

( h_ 1 

( 19) 

4 {A+B cos(2nT~2~ t)-C sin(2nT-2~ t)} 'f r op r op 

(20) 

½ tan-1 {2;b } 
a -b2 

(21) 

(22) 

( 14) 

for the case of Class 4 PR signals. 
In equation (12) if B, C <<A which wi 11 be 
the case for such signal shaping, then the 
total sampled pulse energy is only very weakly 
dependent on carrier offset~ and so the main 
effect of such offset wi I I be on the dominant 
pulse term. Thus to find the optimum carrier 
phase offset 

and substitution into equation (14) gives 

Thus given a specific timing offset, the 
optimum phase to minimise the MSE for a SSBAM 
or VSBAM system is given from (17) and the 

.MSE contribution by (18). 

In this particular paper, we are consid­ 
ering SSBAM Class 4 PR signals and the MSE is 
given by 

This value of MSE is dependent on the timing off­ 
set T which can then be optimised numerically. 

3. EXAMPLE EQUALISER DESIGN 

In the previous section a method has been 
presented for the calculation of MSE for carrier 
data transmission systems using SSBAM Class 4 PR 
signals. This section describes the application 
of this method to the design of a simple fixed 
equaliser for a data modem to operate over the 
FDM supermastergroup (SMG) channel. 

( 15) 

( 16) 

( 17) 

( 18) 

3. 1 Equivalent Channel Response 

In order to compute the amount of !)near 
distortion and thence to design an equaliser, 
the attenuation and group delay of al I the 
various filters in the system including the 
actual transmission channel were measured. These 
responses are then converted to a normalised, 
equivalent low-pass form and stored sequentially 
on a computer file along with the resultant 
product of these responses ea I I ed the "Equ i va- 
1 ent Channel Response". 

By norma Ii sed it is meant that a I I band­ 
widths are normalised to a symbol rate of 1 Baud 
and thus the Nyquist bandwidth is 0.5Hz in 
contrast to 2.9013MHz as actually used in the 
system operating in the supermastergroup channel 
Secondly, al I bandpass filters are transformed 
to equivalent low pass form as discussed in 
Frank.s Ref. 2 . However, for the case considered 
here where a true SSBAM signal is used, this 
equivalent low pass response is simply the 
frequency shifted version of the bandpass 
frequency response. In the case of a negative 
frequency shift as occurs in the example treated 
in this paper, the low-pass equivalent response 
is the. complex conjugate of the negative 
frequency bandpass response. This effect results 
in an inversion of the frequency response (i.e. 
low frequencies become high frequencies) upon 
transformation. 

For the SMG system in question, the normal­ 
ised frequency response of the channe I ( not 
including the PR waveshaping) is shown in Fig. 2 
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0.1 
FREQUENCY (Hz) 

G.2 0.3 0.4 

a, ,, i -1,----t-:------jf---+---+---t-:~~J 
::, .... 
~ -2r---,---t---+---+------l---~ 
<( 

12 

2 

I 
I 
I 

\ J 
\ I 
\ I \. 

' - /" 
0 0.1 0.2 0.3 

FREQUENCY (Hz) 

Fig. 2. Equivalent normalised l.aa-paee 
channel response. 

From this response it can be seen that group 
delay distortion is the dominant source of 
channel Impairment and is primarily due to the 
SMG channel itself. 

In order to equalise this system, it was 
decided to use several simple equaliser sections 
in cascade where the section parameters could be 
optimised numerically using the sampled mean 
square error as derived in section 2. 

3,2 Equaliser Structure 

To equalise the group delay response shown 
in Fig. 2, an equal Iser using several cascaded 
sections would be used before demodulation at 
the receiver. The equaliser section suitable is 
i I lustrated in Fig. 3 with corresponding group 
delay response characteristics. 

The group de I ay characteristic i I I ustrated in 
Fig. 3 is characterised by two parameters~ 
and Sand for infinite Q components is given by: 

[ Ref ,6 ]. 

·r(w) 

0.4 

2 ~ +(w+Sl 

0.5 

0.5 

(23) 

which is assumed to be sufficiently accurate for 
this example. 

To equalise the SMG channel, several such 
sections are required and Fig. 4 shows the 

0 

GROUP 
0

DELAY' 

0 

Fig. 3. Equaliser section structure. 

decrease in the m1n1mum PMS error for increasing 
number of equaliser sections. 

0.4 -----~----~------.---------, 

-'" I\ ~ 0.31\--t----+----~--- 
0:: 
0 
0:: 
0:: w.J 
w.J 
~ ! 0.2 r ___J\t-----t-----~--------J 
;5 
:;;; 

b 
0 
0:: 

~ o.1 r----1--_:~"':t-----t---- 
z I 
i 

0 

Fig. 4. 

1 2 3 
NUMBER OF EQUALISER SECTIONS 

4 

Variation of mininrwn <£2>½ with the 
number of equaliser sections for a 3 
level class 4 PR signal. 

However, there appears to be I ittle point in 
using more than three equalizer sections in this 
example. Thus most of the group delay distortion 
which effects the sampled mean square error has 
been removed by three simple delay sections. 

The effect of such an equaliser on the 
actual group delay of the channel is i I lustrated 
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in Fig. 5 for one and three section equalisers. 
From these results it can be seen that the 
equalizer attempts to minimise the delay distor­ 
tion in the central 60% of the signal spectrum 
(see Fig. 5) and outside this band, the actual 
group delay distortion is quite high. 

6r---.-------,------r-------,------.------,.-, 

4 

§I 
sl ~ 3 
'1. ::, 
0 

"' "' ..., 
~121 
:5 
LU 

"' 

Of ,._,, '= .V ........,_ IC:::::::: '>- A ',,~/ 
0 0.1 I 0.2 I o.3 I J.4 I 0.5 

Fig. 5. 
NORMALISED FREQUENCY (Hz) I 

Effeat of equaliser with various 
nwriber of seations on reZa:tive group 
delay of SMG Channel. 

4. COMPARISON OF DESIGN CRITERIA 

In this equalizer design example, the MSE 
criterion was used. However, it is useful to 
compare this criterion with peak distortion, 
another often used criterion, and then examine 
how these relate to average error probabi f ity 
which is perhaps the most desirable measure 
of the system performance. This comparison is 
done using the example of the supermastergroup 
channel with various amounts of equal lzation. 

4.1 Peak Distortion 

Firstly, one can define peak distortion 
for Class 4 PR signals as the fraction of the 
eye pattern which is closed. This criterion 
which can be estimated from an eyepattern 
display on an osci I loscope as i I lustrated in 
Fig. 6 where o is the eyeopening and e is 
the distance between the centres of the dis­ 
tortion regions. 

Thus the peak distortion r is given by 

r = o/e 

-7-------------L--zrno LEVEL 
TIME- 

0 
Fig. 6. Eye pattern for a 3 level class 

4 PR signal. 

where l:" means a summation with the omission of 
the terms h_1 and h+l and where there are N non- 

zero terms in this summation so that 

N p + q - 1 (26) 

This expression for peak distortion is normal­ 
ised so that it is independent of the gain k 
mentioned in Section 2. 

4.2 Average Error Probabi I ity 

For a Class 4 PR signal with 3 levels, the 
average error probabi I ity is given by: 

2N 
p = 1 ,; 
e N i=l 

2 

(24) 

which for a 3 level signal is given by [Ref.4] 

2 \;: lhi I+ lh_1 + h+11} (h_,-h+l) 1--p 2 

r . (25) 

+ ½ pr[x1 + n > (k'-(h_, + h+l))]} 

(27) 

q 
where X. = l:11 a.h. is the intersymbof 

I j =-p J J 
interference due to the i th data sequence 
{a.} (there are 2n equiprobable possible 
se~uences), k' is the decision threshold and 

(28) 
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is the probabi I ity of the intersymbol inter­ 
ference plus additive Gaussian noise n ex­ 
ceeding a level 2 where cr is the RMS noise 
value. Ref.1. In equation (27), 2 has three 
possible values where the first term corresponds 
to errors in the outer levels and latter terms 
to errors in the inner I eve I of the eye. In 
this paper k' wi 11 be taken as that setting 
which gives the minimum MSE and is given by: 
(Section 2) 

k' 
q 2 

1 = i:: h. 
- • I 
k !..=.::..12_ 

(h_,-h+1) 

(29) 

For the comparison of performance criteria 
a Signal to Noise Ratio (SNR) of 17dB at the 
decision point is used and this is not, in 
general, the SNR at the receiver input. This 
decision point SNR is defined as: 

q 
h.2 SNR = i:: (30) 

i=-½ 
a 

vant with respect to average error probabi I ity 
than peak distortion in this application. This 
is due to the fact that the intersymbol inter­ 
ference is attributable to a large number of 
terms so that the sequence giving the peak dis­ 
tortion is reasonably improbable. 

5. CONCLUSIONS 

High speed data transmission over band- 
I imited channels such as the FDM telephony net­ 
work usually requires group delay equalisation 
to reduce the effects of i ntersymbo I i nterfer­ 
ence. One measure of such distortion is MSE 
and this paper describes an efficient method of 
calculation of this criterion for a SSBAM (or 
baseband) s i gna I. 

In this exam~le, N = 62 is taken to be a 
sufficient number of terms of the impulse re­ 
sponse. However, in order to calculate equation 
(27), a series expansion method Ref 7 was used 
to minimise the otherwise time consuming direct 
calculation of this expression. 

Table 1 gives the results for the different 
criteria for different stages of equalisation 
of the supermastergroup channel 

Table 1 - Comparison of Performance Criteria 
for Different Stages ot lqual ization of the 
SMG Channel. 

Description 
Root Mean Peak Average 

Square Distortion Error 
Error Probabi I ity 

r 

In particular, .specific formalae are de­ 
rived for the calculation of MSE for a Class 4 
PR signal for the optimum carrier phase offset 
where the optimum timing is found numerically. 
This calculation method is then used in the 
design of a simple three section group delay 
equalizer for data transmission over a super­ 
mastergroup channe I. If such a design were 
carried out using frequency domain criteria, 
a much more complex equalizer would have been 
required. 

Lastly, using this specific example pf the 
supermastergroup channel, the chosen criterion 
of MSE is compared with peak distortion and re­ 
lated to the average error probability. In this 
situation MSE is seen to be a good criterion for 
equalizer design. 
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APPENDIX 1 

In this appendix, an expression for the 
sampled pulse energy for a SSBAM system ls 
derived which is a sfmple function of carrier 
phase and timing offsets. The basic method ls 
an extension of the work of Mazo Ref. 5 and 
assumes sfmf larly that the energy spectrum of 
the baseband pulse is limfted to no more than 
twice the Nyquist frequency rr/T rad/s as 
i I lustrated in Fig.7. 

x«,» 

- 2TT 
T 

-TT 
T 

0 

w rad/s 
TT 
T 

2TT 
T 

Fig. 'l. Ban.dUrrrited low pass channel response. 

The "Equivalent Nyquist Spectrum" Ref.1 
of an equivalent low pass Fourier transform 
X(wl of the system is given by 

X cwi = 'E X(w-n.2rr) eq n=-oo r 

where lwl.:. rr/T 

l t X(w-n.2rr) 
n=-1 T 

X(wl = 0 for lwl ~ l2rrl 
T 

The response X(w) can be written 

.ijl(wl 
X(w) = R(w)eJ 

(31 l 

(32) 

(33) 

where R(w) is the amplitude response and 

ijl(w) is the phase response including the 
effect of timing offset (i.e. 
linear phase component). 

Fol lowing the example of Mazo [Ref.5], the 
amplitude and phase responses can ·be resolved 
Into odd and even components about the Nyquist 
frequency rr/T rad/s. Thus using the 
substitution 

where 

1/i (µ) = 1/ie (-µ) e 

1/Jo (µ) = -ijlo(-µ) (36) 

Re(µ) = Re(-µ) 

Ro(µ) = -Ro(-µ) 

and for w E[o, 2rr;T) thenµ E [ -1, +1) 

Thus considering w > 0 and substituting 
for the odd and even components in equation 
(32) one obtains for the equivalent Nyquist 
spectrum 

(37) 

where the second term is the contribution due to 
n = -1 in equation (32). 

Expanding equation (37) leads to 

X (µl eq 
jijlo 

2 e [R cos ljJ + j R sin ljJ] (38) e e o e 

However, for a carrier system one must also 
consider the effect of carrier phase offset~, 
where the equivalent baseband spectrum H(wl is 
given by 

H(w) = X(w) cos~+~ (w) sin~ (39) 

For this analysis, ~ (wl wi I I be taken as the 

Hilbert transform X (w) where 

X(wl = - j sgnwX(w) (40) 

The equivalent Nyquist spectrum of sgnwX(wl 
is thus given by 

µ = I <w - 2!.i 
rr T 

one can write 

R(µ) =Re(µ)+ Ro(µ) 

ijl(µ) = 1/Je(µ) + ijlo(µ) 

34 

(34) 

(35) 

+ j R sin 1jJ ] e e 

(41 l 

(42) 
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Thus H (µ) is given by eq 

H (µ) eq X (µ) cos </> eq 

-j[X(w)sgnw] eqsinq, (43) 

which after substitution of equations (42) and 
(38) gives 

H (µ) eq 

(44) 

Now by using Parseval 'sand the Sampling 
Theorems, the sampled pulse energy is given by 

., 
h~ J__ f 1r/T 2 l: = [H (w) I dw 

i =-co I 27f eq 
-1r/T 

0 
I H (µ) 1

2 dµ +f (45) eq 
-1 

If the even phase response can be split as 

1/Je = TIT + 1/Jce (46) 
T 

where ij,ce is the even component of the channel 

phase response 

T ., 
l: 
i=-co 

h~ 
I 

is the timing offset. 

4 {A+ B cos (27rT - 2q,) r r 

Equalizers for Data Signals 

where A, Band Care integrals independent of 
the carrier phase and timing offsets and are 
given by: 

0 

A = f R 2 + R 2 dµ (48) 
e 0 

-1 2 

0 

B =f R 2 - R 2 cos 2ij,cedµ (49) 
e 0 

-1 2 

0 

C =f R 2 - R 2 sin 2ij,cedµ (50) 
e 0 

-1 --2 

and Re, R
0 

and ij,ce are found from the original 

amplitude and frequency responses. In 
equations (48) to (50) 

R 2 + R 2 2 2 = tr {R (µ) + R (-µ)} e 0 
-2- 

R 2 - R 2 = t R(µ) R(-µ) 
e 0 
--2 

1/Jce = t{ij,(µ) + ij,(-µ)} 

(51) 

(52) 

( 53) 

- C sin(21rT - 2q,)} 
T 

(47) 

These results are applicable to any SSBAM 
data transmission system (and baseband systems 
where q,=0). In this paper, however, we are 
interested in Class 4 PR signals where the 
amount of spectral energy outside the Nyquist 
frequency is quite smal I implying that Band 
Care very smal I in comparison with A. 

A.T.R. Vol. 11 No. 2, 1977 35 



Equalizers for Data Signals 

BIOGRAPHY 

REGINALD P. COLJTTS was born in Adelaide in 1949. He received 
the B.Sc. and B.E. (Hons.) degrees from the University of 
Adelaide in 1972 and 1973 respectively. From 1973 to 1976 he 
worked towards a Ph.D degree at the University of Adelaide in 
the area of data communications in a fading environment. In 
1976, he joined the Line and Data Systems Section of the 
Telecom Australia Research Laboratories where he worked on 
high speed data transmission. Early in 1977, he joined the 
Datel Design and Provisioning Section of the Engineering 
Department working on Baseband Data Transmission techniques. 
Dr. Coutts is a member of the Institute of Electrical and 
EI ectron i cs Engineers. 

BER..JARD SMITH was born in Mt. Gambier, South Australia and studied 
Electrical Engineering at the University of Adelaide where he 
obtained the degrees of Bachelor of Engineering (Honours) in 1964 
and Doctor of Philosophy in 1969. He joined the Research 
Laboratories of Telecom Australia in 1968 where he is currently an 
Engineer Class 4 (Acting) In the Transmission Systems Branch. 
Whi 1st working In the Research Laboratories, he has been concerned 
with various problems in line transmission systems and in particular 
digital data transmission at all speeds in the telephone network. 

36 A.T.R. Vol. 11 No. 2, 1977 



A Technique for the Measurement of Random Timing 
Jitter 

J.A.BYLSTRA 
Telecom Australia Research Laboratories 

A brief review is given of jitter measurement techniques. 
A technique is presented for measuring jitter of a wide range of 
jitter frequencies starting from de. Rms and peak-to-peak 
measurements are discussed as well as limitations and refinements 
of the measurement techniques. Finally, a novel jitter calibration 
method is presented. This method offers: ease of application, wide 
range and the possibility of high accuracy. 

1. INTRODUCTION 

Jitter, the unintended displacement of the 
transitions of a digital signal from their ideal 
timing positions, is one of the basic impair­ 
ments in digital transmission systems. It is 
often required to measure random jitter. This 
paper describes a method for the measurement of 
random jitter with jitter frequency components 
down to de. Low frequency jitter (close to de) 
is often of spec i a I interest as this type of 
jitter is hard to attenuate. High frequency 
jitter can be attenuated with rather simple 
means by using a jitter reducer which incor­ 
porates an elastic memory and a simple phase­ 
locked loop (Ref. 1). On the other hand high 
frequency jitter, rather than low frequency, is 
of interest to the operation of digital regen­ 
erators as high frequency jitter affects the 
error performance of a regenerator. 

Reference 2 describes a technique which is 
particularly effective for the evaluation of 
the timing performance of digital regenerators. 
The method given in reference 2 is applicable 
in cases where the jitter to be measured is de­ 
pendant on the transmitted signal pattern, ful I 
control over the transmitted pattern is possible 
and the jitter to be measured has a simple 
periodic nature. 

The method to be described in this paper is 
applicable in cases where the jitter to be 
measured is not pattern dependent and does not 
have a simple periodic nature, or where control 
over the transmitted pattern is not possible. 
For example, the method was used to measure the 
output jitter of digital multiplexes. 

Although in this paper reference is made to 
measuring jitter on digital signals, the 
measurement principles discussed apply equally 
wel I to measuring inherent jitter on analogue 
channels, using sinewave test tones, as is of 
relevance to data transmission using carrier 
type modems. 

A novel jitter calibration method is also 
described in this paper. 

2. JITTER MEASUREMENT TECHNIQUE 

2. 1 Alternative Methods 

A review of phase jitter measurement tech­ 
niques is given in Refs. 3 and 4. 

The simplest jitter measurement technique 
is to display the jittered signal on an 
osci I loscope. The reference signal acts as the 
triggering signal to compare the phase of the 
jittered signal. If the original signal clock 
(timing) source is used as a trigger signal, 
peak-to-peak jitter wi 11 be measured down to de. 
Calibration is obtained by adjusting the time 
base for a display of one reference clock period 
in 10 horizontal display units. This wel I known 
method is most suitable for simple periodic 
jitter. However, for complex waveforms it is 
often hard to see the extremities of the jitter 
and this reduces the accuracy of the measure­ 
ment. 

Reference 5 describes a digital jitter 
measurement technique. This technique may 
enable a high degree of accuracy. However, such 
a digital technique requires circuit techniques 
capable of operation at, dependent on the re­ 
quired accuracy, around 100 times the bit rate 
of the measurement signal. For signals at about 
2Mbit/s or higher, as are common in PCM systems, 
such a digital technique is difficult to imple­ 
ment (circuit operation required at 200 Mbit/s 
or higher). 

2.2 Technique Proposed 

The proposed jitter measurement technique 
is i I lustrated in Fig, 1. This technique is a 
slight modification of a technique described in 
Refs.3 and 4. A latch type phase comparator 
(a I so ea I I ed a sawtooth comparator; (Ref. 6)) 
compares the associated clock signal of the 
jittered signal to be measured with an, ideally, 
jitterfree reference clock signal. The fre­ 
quency of the reference clock signal must equal 
the average clock frequency of the measured 
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LEVEL SHIFTER 

Jitter Measuring Set. 

digital signal. The output of the phase com­ 
parator is a pulse width modulated signal. The 
spectrum of this signal contains the required 
baseband jitter signal, and at higher fre­ 
quencies, components at the reference clock 
frequency and lower and upper sidebands. 

Normally, a jittered clock signal is a 
signal which exhibits unwanted phase or fre­ 
quency (angular) modulation. This jitter is 
contained in sidebands around the clock fre­ 
quency and its harmonics. Basically, the phase 
comparator is used as a synchronous detector 
for the jitter signal. 

Other forms of phase jitter (see Ref.4), 
e.g. due to the addition of a signal (e.g. 
cross-talk) or due to noise, causing the trans­ 
itions of the digital signal to move, wi I I also 
be measured using a set in accordance with 
Fig. 1. 

A simple causal relation to explain the 
occurrence of the baseband jitter signal can be 
obtained by calculat1ng the Fourier series of an 
unmodulated pulse train. Using the symbols given 
in Fig.2 we find: 

AMPLITUDE 

A 

-½TQ ½ To 

To 

T 

Wr = 1.!!_ = REFERENCE CLOCK FREQUENCY 
T 

Fig.2 

f(t) 

Quasi-Statia Pulse Train. 

'o 2A 00 1 . 'o A -T + - l: - s1n(n,r:;:-T) cos n w t 
1f n= 1 n r 

/--/ /----------/ 

baseband 
signal 

filtered out 
(1) 

where w r 

Equation (1) has a component at de and at 
the reference clock frequency wr. Equation (1) 

wi I I also be approximately valid for slowly vary­ 
ing width -r, if the variation of -r is slow com­ 
pared with wr (quasi-static approximation). 

By filtering out the unwanted frequency 
components with a low pass filter, the desired 
baseband jitter signal is obtained. As derived 
in section 2.3, in most cases the jitter signal 
may be obtained with very low distortion, by 
using a low pass filter, if the significant 
jitter frequency components are below a fourth 
of the reference clock frequency. 

The ability of measuring jitter components 
down to de is achieved in two steps. Firstly 
the original digital signal clock source is 
taken as the reference clock signal. This is 
only possible if transmitter and receiver are 
at the same location and a looped transmission 
path is used (see also section 2.6). If the 
reference clock source is jitterfree, absolute 
jitter wi I I be measured. Otherwise jitter 
relative to the reference source wil I be 
measured. 

As a second step, de coup I ing is used be­ 
tween the output of the low pass filter and a 
metering device. To assure the de Leve I is at 
a desired level a variable level shifter (see 
Fig.4) is applied. If peak-to-peak jitter has 
to be measured, it is only necessary to coarsely 
adjust the de level to give both a positive and 
negative peak reading on a peak reading meter 
( see Fig . 3) . 

DC COMPONENT COARSELY ADJUSTED 
TO GIVE BOTH A POSITIVE AND 
NEGATIVE PEAK READING 

Fig. 3 

PEAK-TO-PEAK= A + B 

JITTER SIGNAL 

Method of p-p MeasUPement. 

It is possible to use an alternative to the 
level shifter. If the jitter signal is quan­ 
tized using an analogue-to-digital (A-O) con­ 
vertor, the peak-to-peak jitter can be obtained 
as the difference between the maximum and mini­ 
mum quantized s i gna I I eve I, measured over a 
certain period, using hard wired logic circuitry 
or an on-I ine mini or micro computer. This 
approach is very suitable if the measurements 
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Fig. 4 Variable Level Shifter. 

have to be automated or a simple to operate in­ 
strument is required. Using a pulse width-to­ 
pulse amp I itude (PW-PA) convertor instead of a 
low pass filter, as discussed in section 2.4, 
it is even possible to integrate the PW-PA and 
the A-D convertor. 

AMPLITUDE 

type phase comparator. Fig.5 shows the phase 
characteristic of this phase comparator measured 
at the output of the low pass filter for input 
signals having a constant frequency difference. 
The continuous curve is the ideal phase 
characteristic. The dotted curve is a practical 
phase characteristic. The deviation of the 
ideal curve wi 11 be smal I (e.g. less than 1%) if 
the logic components of the phase comparator 
operate fast compared with the signal rates used. 

For proper functioning of the jitter 
measuring set it has to be checked whether the 
phase comparator is sti I I working in its I inear 
range. An osci I loscope can be used to check 
whether the transitions of the phase comparator 
output are not too close in time. Phase 
shifting, which can be effected simply by in­ 
verting the reference clock signal, is used to 
c0arsely align measured and reference signals. 
A I arge Ii near range· phase comparator w i I I make 
the phase alignment less critical. It is 
possible to automate the phase alignment in a 
simple way, by using the fact that a latch type 
phase compara+or sharply changes the duty cycle 
of its output pulse train wherever a non- 

OUTPUT 
LOW PASS 

Fig.5 

PHASE DIFFERENCE 

Latch Type Phase Corrrparator; Phase Characteristic. 

A latch type phase comparator is preferred 
as this type has a large I inear range of 

approximately one bit period or 360° maximum. 
A large I inear range wi I I be required if high 
jitter amp I itudes are to be measured. (see also 
section 3.2). Ref.7 describes possible tech­ 
nical implementations and limitations of a latch 

I inearity in the phase characteristic occurs. 
Such an automatic phase alignment wi I I be stable 
unti I the jitter frequency and amp I itude are so 
high that no clear difference in output duty 
cycle due to jitter or due to a non-I inearity in 
the phase characteristic can be observed. A 
diagram of this automatic phase aligner is shown 
in Fig .6. 
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In the next section of this chapter some 
I imltations and refinements of the jitter mea­ 
suring set of Fig.1 wi 11 be discussed. 

TABLE 1 --- 

2.3 Determination of Frequency Range 

The possible distortion, due to sidebands, 
of the baseband jitter signal at the output of 
the low pass filter in Fig. 1 can be evaluated 
by calculating the spectrum of a pulse width 
(duration) modulated pulse train for single 
edge modulation. This spectrum is dependent 
on whether the modulation is obtained by 
natural sampling or uniform sampling (Ref.8). 
In natural sampling the modulated pulses fol low 
the amp! itude variation of the sampled wave form 
during the sampling interval. Using the phase 
comparator as sampler results in natural 
sampling. Therefore the fol lowing calculation 
is based on natural sampling. 

If the modulating jitter signal is a single 
sinewave: coswmt, where wm = modulating 

frequency, we find from Ref.8 that the baseband 
signal is represented by: 

AM 
Ap + 2 coswmt (2) 

where Ap is a de term, 

A= pulse amp! itude, 

p = a factor equal to the duty cyclf of 

the unmodulated pulse train (p= ~ in 
Fig.2), and 

M = modulation index= peak-to-peak 
jitter expressed as a fraction of the 
unit interval of the reference signal. 

The additional frequency components have fre­ 
quencies at kwr ± nwm for k,n = 1,2, ... 00• Our 

concern is for components at wr - nwm (k=1) as 

these components may interfere with the base­ 
band jitter signal. From Ref.8 we find that 
components at wr - nwm are represented by: 

AJ (11 M) . n s1n{(wr-nwm)t + ~(n)} n=1,2 ... oo 

where J 
n 

n. 

Computing Eq.4 with Jn(x) obtained from Ref.9 

for n = 1,2 and 3, we find: 

(3) 

Bessel function of first kind of 
integer order 

and ~(n) is a constant which depends on 

Using Eq.2 and Eq.3 we find that the amp I itude 
of each component at wr - nwm compared with the 

baseband amp! itude is: 

M11/2 . 
20 log J (11M) (In dB) (4) 

n 

Peak-to-Peak Amp! itude Ratio in dB Compared 
Jitter in% With Component at wm 

CM) 

w - w w - 2w w - 3w r m r m r m 

5 0 -28 -60 

10 0 -22 -48 

20 0 -16 -36 

40 -1.8 -11 -24 

Note that, for low modulation levels, the wr-2wm 

component fol lows a I inear law with respect to 
the peak-to-peak jitter M (6dB per octave) and 
wr-3wm fol lows a square law (12dB per octave). 

As shown in Table 1, for most practical 
cases the component at wr-3wm can be neglected. 

However, if there are jitter components near 1/3 
the reference frequency or higher, the interfer­ 
ing sideband components at wr-2wm may cause 

appreciable distortion. E.g. a measured 20% 
peak-to-peak jitter, using a set according to 
Fig. 1, may be accurate within 

Jn (11M) 
20 ± 3% due to ~ X 100 = 15% 

distortion of the component at wr-2wm. 

In conclusion, a jitter measuring set 
according to Fig.1 can give accurate results for 
moderate jitter amp I itudes (e.g. up to 20%) if 
the significant jitter components have fre­ 
quencies below 1/3 the reference clock fre­ 
quency. For higher jitter amp! itudes (e.g. 
between 20-50%) the significant jitter compon­ 
ents should have frequencies below 1/4 the re­ 
ference clock frequency. 

In the next section a method is discussed 
which gives improved performance for high 
jitter frequencies. 

2.4 Increased Frequency Range 

The baseband jitter signal may be obtained 
precisely, ~ith theoretically no distortion, by 
converting the pulse width modulated signal at 
the output of the phase comparator in Fig. 1 into 
a pulse amp! itude modulated signal (Refs. 8 and 
10). Fig.7 illustrates the modified jitter 
measurement technique. 

Note that for peak-to-peak measurements a 
low pass filter is no longer required. 

For rms measurements, the baseband jitter 
signal may be obtained by using a low pass 
filter. As is wel I-known, the frequency spectrum 
of a pulse amp I itude modulated pulse train has 
components at wm and at kwr ± wm (k=1,2, ... 00) 

for a single modulating sinewave with frequency 
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w . m 
jitter signal can be obtained if 
bandwidth is smaller than t wr. 

Therefore, a distortion free baseband 

the jitter 

2.5 Increased Measurement Range 

Using a latch type phase comparator, jitter 
up to a maximum of about 100% peak-to-peak can 
be measured. This range may be increased, as is 
wel I known, by applying dividers at the inputs 
of the phase comparator as shown in Fig.8. Both 
dividers must divide by the same number. Jitter' 
up to dx100% can be measured using a divider by 
d. 

TEST 
CLOCK O I 
SIGNAL 

7d 
A 

I 0 

TERMINALS A AND B 
IN FIG. 1 OR 6 

REFERENCE 
CLOCK O I 
SIGNAL 

Fig. 8 

,+d 8 
I 0 

Btetended Neaeuremeni: Range. 

The effect of the divider is that the jitter 
signal is now sampled at a lower frequency. 
This means that the maximum jitter frequency 
which can be measured accurately is decreased 
by the dividing factor. Eq.3 is applicable if 
wr is replaced by wr' = wr/d. 

Another effect of the use of a divider is 
that the resolution of the measurement is re­ 
duced. In Eqs. 2 and 4 the modulation index M 
has to be replaced by M' = M/d. 

2.6 Reference Source in Case of Non-looped 
Transmission 

If a looped transmission path cannot be 
used, it is no longer possible to use the 

original digital signal clock source as refer­ 
ence clock source. The usual method is to employ 
a phase-locked loop (P.L.L.l to derive the 
reference source from the signal to be measured 
(see Fig.9). 

Fig.9 

TEST 
CLOCK 
SIGNAL 

A 

P.L.L. 
B 

Reference Signal Derived by P.L.L. 

A P.L.L. has a low pass characteristic and 
any jitter in its pass band wi I I appear as 
jitter in the reference signal. The cut-off 
frequency of conventional analogue P.L.L.1s 
used to derive the reference source is usually 
about 10-30Hz. Any jitter below this cut-off 
frequency wi I I not be measured. It is possible 
to employ a digital type P.L.L. which, according 
to Ref. 11, can be bui It with time constants as 
long as 1 day. Using such a digital P.L.L. to 
derive the reference source, very low frequency 
jitter can be measured. 

In case it is important to measure low fre­ 
quency jitter, an alternative to the use of a 
P.L.L. is the use of a highly stable signal 
clock source at the transmitter side and a 
highly stable unsynchronized reference clock at 
the receiver side. A stabi ! ity of 1 part in 

1010 per day or 1 part in 1011 per month, using 
crystal or rubidium clocks respectively, is 
possible. Periodic synchronization between the 
clock source and reference clock would be re­ 
quired to keep the frequency difference between 
the two clocks very smal I. 

2.7 RMS Measurements 

With the test set of Fig.1 rms jitter can 
be measured by using an rms meter rather than a 
peak memory voltmeter. However the static de 
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component of the jitter (term Ap in Eq.2) has 
+o be eliminated in order to correctly measure 
the actual rms jitter. Fig.10 shows this static 
de component in relation to the phase character­ 
istic of the phase comparator. Naturally, ac 
coup/ ing of therms meter wi I I eliminate this de 
component. However if low frequency jitter is 
to be measured, ac coup/ ing is undesirable. One 
possible method is to de couple therms meter 
and to shift the de level, with the level 
shifter, unti I a minimum reading from therms 
meter is obtained. A de offset wi I I increase 
the measured rms value, as:- 

rms _ I 2 
measured - Jrms 

AMPLITUDE 

OUTPUT 
LOW PASS 

jitter+ dc
2 

offset, 

Fig.10 

'/'IN RADIANS 

Jitter in ReZation to Phase 
Co11paPatoP Charaater-ie tri:a, 

thus the measured rms value is minimum for a 
zero de off-set. This method is applicable if 
the jitter process is stationary. 

Alternatively, the mean jitter f(t) (which 
equals the static de component) may be measured, 
with an average reading meter, in concurrence 
with therms measurement. Both average and rms 
meter have to be de coupled to the low pass out­ 
put. The measured mean jitter is then used to 
correct therms readinq according to: 

T 
if f(t) = um½r 1 f (t) dt, then 

T+ 00 -T 

- 
L. 1 

T 
[f<t) - f(t)]

2 
rmsjitter = / im 2T J dt 

T+"' -T 

. [1 T 
Llrn :ZT J 
T+ 00 -T 

!------! 
square of measured 
rms 

3. CAL I BRAT ION 

3. 1 General Principle 

Although several methods for ea/ ibrating 
phase jitter measurements exist, methods known 
to the author suffer from range limitations, 
application difficulties or inaccuracy. The 
novel method to be described below offers a 
wide range, ease of application and the 
possibi I ity of a high accuracy. 

Figs. 10 and 11 show the principle of the 
calibration technique. The technique is based 
on the fact that the phase difference between 
2 clock signals of unequal frequency changes 

I inearly with time. This I inearity is exact if 
the clocks are stable and do not exhibit any 
jitter. In Fig.11 a clock signal f1, with fre- 

quency t1, is generated and a second clock 

signal f2, with frequency f2, is derived from 

signal f1 by using a rate convertor (e.g. a 

P.L.L. or a frequency synthesizer may be used), 
The relation between t2 and t1 is: 

k (6) t2=rii'f1, 

where k and mare integers. 

Signal f 1 is fed into an n stage counter, 

where n is chosen such that exactly n pulses 
from f1 are counted when the phase between 

signals f1 and f2 has accumulated a difference 

of 2n radians or 1 bit at the rate of lf2-f1 I. 
As 1 bit at a lf2-f1 I rate has a duration of 

1 
~ seconds, we find that 

1 
lf2-f1 / or using Eq.6 (7) 

n 
m 

I k-ml (8) 

In order to find a desired integer n, k and m 
must have appropriate values. 

As n pulses of signal f1 represent a phase 

difference of 2n radians between signals f
1 

and 

f2, and the phase difference between f1 and f
2 

changes I inearly, then q pulses of f1 wil I_ 

represent a phase difference of: 
/--! 
square 

of 
measured 

mean 

.9. x 2,r ± i .2n radians ( i=O, 1,2, .,oo) n (9) 

(5) 
where f(t) 

2T 
output low pass, and 
measurement period. 

The number q is set by a data word Q offered 
to a magnitude comparator, When the counter has 
counted q or more pulses, the magnitude compar­ 
ator produces a pulse which blocks the output of 
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f 1 

RATE 
CONVERTER 

LATCH 
TYPE P.C. 

f2=J_fl 
m 

p 

RESET 

PHASE ALIGNER 

n STATE 
COUNTER 

(SEE FIG. 6) 

A 

MAGNITUDE 
COMPARATOR 

G LOW PASS 

DATA Q 

the phase comparator, comparing t1 and t2, 

through gate G. Relevant waveforms are shown in 
Fig.12, By changing q a discrete number of phase 
difference points (up to a maximum of n) can be 
calibrated, To align a zero Cor ± ix2n rad.) 
phase difference (q=0l with minimum output volt­ 
age of the low pass output a phase aligner as 
shown in Fig,6 may be used. Alternatively, a 
graphical or arithmetic correction may be used. 

As an example for operation in the MHz 
range : suppose that t1 = 1 MHz, m = 2000, 

k = 1998 then from Eqs.6 and 8 we find that 
f
2 

= 999 kHz and n = 1000. Another example is 

t1 = 1 MHz, m = 200, k = 198, f2 = 990 kHz and 

n = 100. 

Note that it is only necessary to calibrate 
the phase jitter meter somewhere in the relevant 
frequency range of operation, and that it is not 
required that f1 equals the reference frequency 

in the jitter measurements. 

Fig,11 

Note also that the described calibration 
method is based on the I inearity of the phase 
difference between two clocks and not on the 
phase characteristic of the phase comparator 
used. Any phase comparator could be used, How­ 
ever the method shown for phase aligning the 
counter (Fig. 11) wi I I only work for a phase 
comparator with a latch type characteristic. 

3,2 

3. 1 
p-p 

Jitter Calibra;tion Set. 

Peak-to-Peak (p-p) Measurements 

Using the calibration technique of section 
it fo I I ows from Eq. 9 that the ea I i brated 
jitter tJ, is: p-p 

tJ, = _g_ x 2n radians, or 
p-p n 

( 10) 

The relation between phase difference tj,, as 

AMPLITUDE ...., 
I 

/ 1 

P·P JITTER 

=.9..x 100% 
n TIME .,. T 2T 

DETERMINED 
BY DATA Q 

Fig.12 - Calibrated Jitter Waveforms at: Low Pass Output. 
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measured by the phase comparator, and low pass 
output voltage V is in general: 

v = cc,i,l ,i, (11) 

For the range of the phase comparator where 
CC,i,)=C is constant, the relation between the 
measured peak-to-peak voltage (Vp-p) and ,i,p-p 
Is 

V = C ,i, 
p-p p-p 

C 12) 

Therefore in the range where C(,i,)=C applies, the 
measured ,i, is independent of the actual part 

p-p 
of the phase comparator characteristic used for 
the jitter measurement and a de offset, as re­ 
quired for the method of Flg.3, wi I I not in­ 
fluence the measurement result. If CC,i,) is not 
constant in the relevant range, as for a sinu­ 
soidal comparator, it would be necessary to 
make a correction for the applied de offset. 

Note that Eq.(10) is only dependent on the 
ratio of two numbers, which is consistent with 
expressing jitter as a ratio (e.g. % or degrees), 
If it is desired to express jitter in time, 
wh i eh for some purposes is usefu I , it is 
necessary to measure the frequency of the applied 
reference clock and multiply its inverse with the 
measured jitter ratio. 

3,3 RMS Measurement 

Using Eq,(11) ,i,rms is defined as: 

1 
T l 

0 

For CC,i,) 

T 

J 
0 

where T = measurement period 

dt 

1 J 2 A true rms meter measures V = T- V dt rms 

0 

Therefore, if undue comp I ications are to be 
avoided, the phase comparator must be used in 
a range where CC,i,l is constant. 

C, it fol lows that 

( 13) 

C 14) 

As for a certain waveform V =AV , where rrns p-p 
A is a constant* CO< A~ 1), we find, comparing 

Eqs.12 and 14, that the ,i, calibration curve 
p-p 

also applies to ,i,rms if a true rms meter is used 

instead of a p-p voltmeter, 

3.4 A Note on Accuracy 

The potential main factor determining the 
accuracy of the calibration is jitter in signal 
f
2 

(Fig,11). If f1 = sinw1t and f2 = sin w2t + 

,i,
2
<tl , where ,i,2<t) represents the jitter in 

signal f2, then the low pass output voltage is 

proportional to: 

mod (g_ 211) 
n 

( 15) 

Assume that ,i, is to be ea I i brated. In the p-p 
worst case, the maximum possible error in any 
calibrated ,i, value equals the p-p phase p-p 
variation of ,i,2Ct) (see Eq.15). 

In many cases the contribution of ,i,2Ct) 

wi I I cause a constant error (the p-p variation 
of ,i,2<tl) and this error can be corrected. 

However, in general, the accuracy of the cal i­ 
bration is clearly higher the lower the jitter 
in signal f2. 

4. CONCLUDING REMARKS 

A method has been presented which al lows to 
measure jitter of very low, as wel I as medium to 
high, jitter frequencies, This method is parti­ 
cularly suitable for high bit rate signals. 

Techniques have been discussed which enable 
a simple digital read-out of the measured jitter. 
In particular, the presented calibration method 
could be used as part of an analogue-to-digital 
convertor, using comparison of the ea I i brated 
jitter with the measured jitter by successive 
approximation, to obtain a digital read-out. 
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GUIDE TO AUTHORS 
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I. INTRODUCTION 

Australian Telecommunication Research is printed 
by offset lithography direct from camera-ready 
typescript which is prepared through the journal 
editors. 

Pages when printed have a two-column format, A4 
size. 

In order to obtain the best possible copy with 
uniformity, and to reduce time consuming 
referrals back to you, please observe the few 
simple rules set out below as general require­ 
ments. These are i I lustrated by the format of 
this guide. This wi I I reduce pub I ishing time 
and I imit costly mistakes. 

2. MANUSCRIPTS 

These must be typed, preferably using double 
spacing and with a single column per page. To 
improve legibility and layout, mathematical 
equations may be clearly handwritten, but take 
note of the restrictions discussed in Section 9. 

Number each page in the top right hand corner. 

3. TITLE 

Type the title of your paper in capital letters 
at the top of page I. The title should not 
exceed two I ines of typing. 

Insert name(s) of author(s) in capitals, with 
affi I iation(s) in lower case underneath, on the 
left side of the page below the title. Degrees, 
decorations etc. should not be included. The 
fol lowing is an example of the format required; 
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A.B. SMITH, 
Telecom Australia, 
Melbourne. 

C. D. JONES, 
Department of Physics, 
University of Sydney, 
N.S.W. 

4. ABSTRACT 

An abstract, not exceeding 150 words, indicating 
the aim, scope and conclusions of·the paper 
should fol low below the affi I iation of the 
author(s). 

5. HEADINGS 

Headings generally make the text more readable. 
Al I headings should be preceded by numbers com­ 
mencing at the left margin. These are of three 
orders as i I lustrated by the fol lowing example:- 

I. FIRST-ORDER HEADINGS 

These headings should be typed in capitals and 
under! ined. Each first-order heading should be 
prefixed by a number which indicates its se­ 
quence in the text, fol lowed by a ful I stop. 
The first-order heading is preceded by two 
lines of space and fol lowed by two I ines of 
space. 

I.I Second-Order Headings 

These headings should be under! ined and typed 
in lower case letters with initial capitals 
only. They should be prefixed by numbers sep­ 
arated by a ful I stop to indicate sequence in 
the text. They should be preceded by two I ines 
of space and fol lowed by two I ines of space. 

I. I. I Third-Order Headings. These should be 
typed as for second-order headings, under! ined 
and fol lowed by a ful I stop. The text should 
continue on the same I ine as the heading. As 
with other headings they should be preceded by 
two I ines of space. 

Numbering of third-order headings is optional, 
but where used for clarity, should be of the 
form I. I. I (i.e. two full stops as separators). 
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6. REFERENCES 

A I ist of references should be given at the 
end of the paper, typed in close spacing with a 

I ine between each reference cited. Ref$rences 
must be sequentially numbered in the order in 
which they are called in the text. They should 
be called up in the text as (Ref. I). 

6. I Format of References 

The format is: reference number, ful I stop, 
2 spaces, name of author, title of reference In 
inverted commas, abbreviated name of the journal, 
month and year of publication, volume and Issue 
number, fol lowed by the page numbers. Do not 
use any underlining In the I 1st of References. 
An example ls:- 

1. Payne D.N. and Gambl Ing W.A., "SI I lea­ 
Based Low-Loss Optical Fibre11, Electron 
Lett., July 1974, Vol. 10, No. 15, 
pp. 289-290. 

2. Berry L.T.M., "The Gradient Projection 
Vector for Multicommodlty Network 
Problems", Australian Telecommunication 
Research, 1975, Vol. 9, No. I. 

7. TABLES 

Table headings appear above the table, thus:­ 

TABLE 5 - Truth Table for Attenuator Correction 

Correction Correction 
System Gain (dB) In Decimal In BI nary 

(dB) 

-16 0 +16 +32 B6 B5 B4-BI 

0 0 0 48 I I 0 

0 I 0 0 32 I 0 0 

0 0 I I 16 0 I 0 

0 0 0 I 0 0 0 0 
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8. FIGURES 

Figures, drawings, sketches etc., which are to 
appear in the text can be supplied in clear un­ 
ambiguous freehand form. They wi I I be drafted 
in ATR format through the editors. 

Al I symbols used in either drafted or freehand 
sketches should conform with the appropriate 
Australian standard used by Telecom. 

When reference to a figure is made in the body 
of the text, it wil I take the fol lowing form: 
(Fig. I). 

9. EQUATIONS 

Equations are numbered consecutively with Arabic 
numerals in parentheses, placed at the right 
hand margin, e.g.:- 

( 14) 

Take care when equations are hand written that 
al I subscripts, Greek letters, symbols, etc., 
are unambiguous and easily recognisable by the 
typist. Take your time to carefully write 
equations. Formulate a style of setting out 
which is close to text book presentation to 
reduce errors, misinterpretation and reader 
fatigue. Special instructions to the typist 
(e.g. an i I lustration of phbto copy of a page 
of text) may be necessary for your particular 
requirements. 

Fundamental rules include:- 

(i) carefully form Greek or mathematical 
symbols 

(ii) set, where applicable, al I equation 
equal signs (or equivalent) directly 
under each other 

(iii) correctly locate summation and integral 
I imit values to avoid confusion as sub­ 
scripts for other variables in the 
equation. 
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( i V) because of reproduction I imitations, any 
symbols used should be confined to the 
English alphabet or selected from 
Table I below:- 

TABLE I - Range of Symbols 

1 2 3 4 5 6 7 8 9 0 
l 

y 0 E': 8 T u ~ 'l 0 p 1T 

a a ~ l :.\ n ) K w • 

I:; X 1jJ X s \) j.J 
.,. 

l 

./ I { } ± 1i' r ( l J 
J 

r Ii + 0 + T - t i' Q, II 

V E ~ < A ,r > § n 

~ '¥ er CX) f\, cl •.. t f - 

("ti 12 IBM SYMBOL 12" type ba 11) 

NOTE Combinations of the above symbols 
wi I I produce larger symbols 

e.g. 'i' and l give L 

r and J give J 

Jandl give {and} 

50 A.T.R. Vol. 11 No. 2, 1977 



INDEX - VOLUMES 6-10 INCLUSIVE 
(Subject, Title, Author Intermixed) 

Vo I . No. Page 

Index - Volumes 1-5 Inclusive. 6 i 

A 

Acousto-Optlcal Mode Conversion: B. LE NGUYEN, J. LIVINGSTONE, D. H. STEVEN. 
Adaptive Source Encoding: N. W. CARO, Z. L. BUDRIKIS. 
Aerial Design - Asymmetric Bandpass FI lter: R. L. GRAY. 
Aerials - Plumes on R.F.: S. DOSSING, 0. LOBERT, E. J. BONDARENKO, S. C. HAYDON, 

I. C. PLUMB. 
Alford Loops - Appl !cation of Circular Arrays: S. YRARRAZAVAL. 
Analysis of Congestion in Smal I P.A.B.X. 's: J. RUBAS. 
Antenna - Circular - Arrays with Horizontal Polarisation: S. YRARRAZAVAL. 
Antennae - Electrical Discharges from High Power: E. J. BONDARENKO. 
Appl !cation of Circular Arrays of Alford Loops: S. YRARRAZAVAL. 
Aspects of Future Telecommunications Services: P. R. BRETT. 
Asymmetric Bandpass Filter and Aerial Design: R. L. GRAY. 
ATKINSON P. J.; R. J. FLEMING: Surface Charge Spread in Electret Microphones. 

B 

BATCHMAN, T. E.; S. C. RASHLEIGH: Optical Communications Systems. 
BENNETT, J. A.: Helmholtz Representation for Waves. 
BERRY, L. T. M.: Dimensioning Links Offered Overflow Traffic. 
BERRY, L. T. M.: Gradient Projection Vector. 
BERRY, L. T. M.: Minimum Cost Telephone Networks. 
BERRY, L. T. M.: Minimum Cost Telephone Network Optimality. 
BERRY, L. T. M.; R. J. HARRIS: Simulation Study - :elephone Network Model. 
BLAIR, R. H.: Effects of Thermal Noise in a Microwave Bearer. 
BONDARENKO, E. J.: Electrical Discharges from High Power Antennae. 
BONDARENKO, E. J.; S. DOSSING, 0. LOBERT, S. C. HAYDON, I. C. PLUMB: 

Plumes on R.F. Aerials. 
BRAY, W. J.: The Integration of Telecommunications. 
BRETT, P. R.: Aspects of Future Telecommunications Services. 
Broadcasting - Future Developments in Sound and Vision: E. J. WILKINSON. 
BUDRIKIS, Z. L.; N. W. CARO: Adaptive Source Encoding. 
BUSIGNIES, H.; Trends and Research in Telecommunications. 
BUTLER, P.; D. J. H. MOORE: Pitch Detection in Speech. 

C 

CAHILL, L. W.: Light Sources for Fibre Transmission. 
Calculation of Overflow Traffic Moments: R. J. HARRIS, J. RUBAS. 
Cal I-State Transition Diagrams: P. H. GERRAND. 
CARO, N. W.; Z. L. BUDRIKIS: Adaptive Source Encoding. 
C8ITT Signal ling System No. 6 Field Trial: M. A. HUNTER, R. J. VIZARD. 
CHAN, R. C.; A. I. DOMJAN: Digital Multifrequency Code Generator. 
Changing Patterns of Creativity and Innovation in Telecommunications: 

W. A. TYRRELL. 
CHERRY, B. M.; P. H. WRIGHT: The Electrical Resistance of Expoxy Resins. 
Circular Antenna Arrays with Horizontal Polarisation: S. YRARRAZAVAL. 
COEKIN, J. A.; J. R. WICKING: Cross-Correlation testing of Wide Band 

Communication Systems. 
Common Channel Signal I ing System: G. L. CREW, M. A. HUNTER. 
Communication - Cross-Correlation Testing of Wide Band Systems: J. A. COEKIN, 

J • R. WI CK I NG. 
Communications - Custom Microelectronics Development: G. A. RIGBY. 
Communications - New Devices for Future: M. UENOHARA. 
Communications - Optical Systems: T. E. BATCHMAN, S. C. RASHLEIGH. 
Communications - Role of Computers in Future Systems: J. R. POLLARD. 

10 2 3 
8 2 9 
8 2 53 

10 1 3 
8 2 27 
6 1 12 
7 1 58 
6 2 22 
8 2 27 
7 3 30 
8 2 53 

10 1 48 

6 2 3 
9 2 22 
8 1 13 
9 1 18 

10 1 36 
10 2 34 
9 2 50 
6 2 8 
6 2 22 

10 1 3 
7 3 5 
7 3 30 
7 3 77 
8 2 9 
7 3 40 
7 2 39 

10 
8 
8 
8 
7 
6 

7 
7 
7 

8 
9 

8 
7 
7 
6 
7 

2 
2 
1 
2 
1 
1 

3 
1 
1 

1 
3 
3 
2 
3 

9 
45 
7 
9 

29 
38 

15 
36 
58 

25 
54 

25 
62 
54 
3 

65 

A.T.R. Vol. 11 No. 2, 1977 51 



Index- Vols. 6-10 

Communications and Social Change: S. ENCEL. 
Communications, Technology, Society and Education: Reconciled: A. E. KARBOWIAK. 
Computers, Role of - in Future Communications Systems: J. R. POLLARD. 
Concepts of Optimality in Alternate Routing Networks: R. J. HARRIS. 
Control Algorithms for Automatic Systems: A. J. GIBBS,.A. QUAN. 
CRAIG, E. R.; G. F. JENKINSON: Tropical Rain Attenuation at 11 GHz. 
CREW, G. L.; M. A. HUNTER: Common Channel Signal I ing System. . 
Cross-Correlation Testing of Wide Band Communication Systems: J. A. COEKIN, 

J. R. WICKING. 
Custom Microelectronics in Communications Deve l oprnerrt : G. A. RIGBY. 

D 

DAVIES, W. S.; Dispersion In Large Ideal Optical Fibres .. 
DEMYTKO, N.; L. K. MACKECHNIE: A High Speed Digital Adaptive Echo Canceller. 
Developments In Microwave Osei I lators: D. W. GRIFFIN. 
Digital Code Conversion: P. S. JONES. 
Digital MFC Generator: F. MAZZAFERRI. 
Digital Multi frequency Code Generator: R. C. CHAN, A. I. DOMJAN. 
Digital Repeater for Coaxial Cable: J. L. PARK. 
Digital Transmission - Line Coding for: N.Q. DUC. 
Digital TV Phone Transmission: W. J. LAVERY, J. L. HULLETT, A. M. FOWLER, 

G. J. SEMPLE. 
Dimensioning Links Offered Overflow Traffic: L. T. M. BERRY. 
Dimensioning of Manual Operating Positions In PABX's: J. RUBAS. 
Dimensioning Telephone Networks: R. J. HARRIS. 
Dispersion in Large Ideal Optical Fibres: W. S. DAVIES. 
DOMJAN, A. I.; R. C. CHAN: Digital Multifrequency Code Generato~. 
DOSSING, S.; 0. LOBERT, E. J. BONDARENKO, S. C. HAYDON, I. C. PLUMB: 

Plumes on R.F. Aerials. 
DUC, N. Q.: Line Coding for Digital Transmission. 
DUC, N. Q.: Majority-Logic Decoding of Block Codes. 
DUC, N. Q.: Majority Logic Decoding of Product Codes. 
DUKE, P.F.; E. J. KOOP: Telephone Handset Speaking Position. 

vo l , No. Page 

7 3 23 
7 3 36 
7 3 65 
7 2 3 
8 1 39 
7 1 3 
9 1 54 

8 1 25 
7 3 62 

8 
7 
6 
9 

10 
6 

10 
9 

6 
8 
7 

10 
8 
6 

10 
9 
7 
8 
6 

1 
1 
2 
2 
2 
1 
1 
1 

1 
1 
2 
1 
1 
1 

1 
1 
2 
1 
2 

18 
20 
13 
30 
38 
38 
39 
3 

27 
13 
9 

30 
18 
38 

3 
3 

22 
31 
24 

E 

Echo Canceller - A High Speed Digital Adaptive: N. DEMYTKO, L. K. MACKECHNIE. 
Economics of an I.S.T. Network Configuration: P. LENN. 
Effects of Thermal Noise in a Microwave Bearer: R.H. BLAIR. 
Electret Microphones - Surface Charge Spread: R. J. FLEMING, P. J. ATKINSON. 
Electrical Discharges from High Power Antennae: E. J. BONDARENKO. 
Electrical Resistance of Epoxy Resins: B. M. CHERRY, P.H. WRIGHT. 
ENCEL, S.: Communications and Social Change. 
Encoding - Adaptive Source: N. W. CARO, Z. L. BUDRIKIS. 
Epoxy Resins - The Electrical Resistance of: B. M. CHERRY, P. H. WRIGHT. 

F 

FARAONE, L.; A. G. NASSIBIAN: Nickel-Doped MOS Capacitors and N-Channel MOSFET's. 
FEDER, A.: Satel I ite Circuit Noise Performance Objectives. 
Fibre Transmission - Light Sources for: L. W. CAHILL. 
Fixed-Lag Smoothing Results for Linear Dynamical Systems: J.B. MOORE. 
FLAVIN, R. K.; S. E. HOWARD, R. L. KILBY, S. SASTRADIPRADJA: An .11 GHz Radiometer 

for Rain Attenuation Studies. 
FLEMING, R. J.; P. J. ATKINSON: Surface Charge Spread in Electret Microphones. 
Folded Dipole - Working Theories: R. J. F. GUERTLER. 
FOWLER, A. M.; W. J. LAVERY, J. L. HULLETT, G. J. SEMPLE: Digital TV Phone 

Transm I ss ion. 
Future Developments In Sound and Vision Broadcasting: E. J. WILKINSON. 
Future Scene In lnternatfonal Telecommunlcatfons: W. G. GOSEWINCKEL. 

G 

GALE, N.: State Trans.itlon Diagrams - Telephone Systems. 
Generalised Mean-Square-Error Minimisation: A. J. GIBBS. 
GERRAND, P. H.: Ca I I-State Tr-ansl t ion Diagrams. 
GIBBS, A. J.; A. QUAN: Control Algorithms for Automatic Systems. 
GIBBS, A. J.: Generalised Mean-Square-Error Minimisation. 

7 
8 
6 

10 
6 
7 
7 
8 
7 

1 
1 
2 
1 
2 
1 
3 
2 
1 

20 
3 
8 

48 
22 
36 
23 
9 

36 

7 2 32 
10 2 59 
10 2 9 
7 2 16 

7 1 10 
10 1 48 
9 2 60 

6 1 27 
7 3 77 
7 3 81 

52 

9 2 3 
6 2 30 
8 1 7 
8 1 39 
6 2 30 

A.T.R. Vol. 11 No. 2, 1977 



GIBBS, A. J.: Transversal Filter Hilbert Transformers. 
GOSEWINCKEL, W. G.: The Future Scene in International Telecommunications. 
Gradient Projection Vector: L. T. M. BERRY. 
GRAY, R. L.: Asymmetric Bandpass Filter and Aerial Design. 
GRIFFIN, D. W.: Developments in Microwave Osei I lators. 
GUERTLER, R. J. F.: Folded Dipole - Working Theories. 

H 

lndex- Vols. 6-10 

vet • No. Page 

9 1 31 
7 3 81 
9 1 18 
8 2 53 
6 2 13 
9 2 60 

HARRIS, R. J.; J. RUBAS: Calculation of Overflow Traffic Moments. 
HARRIS, R. J.: Concepts of Optimality in Alternate Routing Networks. 
HARRIS, R. J.: Dimensioning Telephone Networks. 
HARRIS, R. J.; L. T. M. BERRY: Simulation Study - Telephone Network Model. 
HAYDON, S. C.; I. C. PLUMB: Theoretical Considerations of Pluming Phenomena. 
HAYDON, S. C.; S. DOSSING, 0. LOBERT, E. J. BONDARENKO, I. C. PLUMB: Plumes 

on R.F. Aerials. 
Helmholtz Representation for Waves: J. A. BENNETT. 
HENDERSON, W.; C. E. M. PEARCE: Limit Interchange Problem. 
HENDERSON, W.; C. E. M. PEARCE: Two-Server Priority Queue. 
HICKS, P. R.: True RMS Detector. 
High Speed Digital Adaptive Echo Canceller: N. DEMYTKO, L. K. MACKECHNIE. 
HOWARD, S. E.; R. K. FLAVIN, R. L. KILBY, S. SASTRADIPRADJA: An 11 GHz Radio- 

meter for Rain Attenuation Studies. 
HULLETT, J. L.; W. J. LAVERY, A. M. FOWLER, G. J. SEMPLE: Digital TV Phone 

Transmission. 
HUNTER, M. A.; R. J. VIZARD: CCITT Signal I ing System No.6 Field Trial. 
HUNTER, M: A.; G. L. CREW: Common Channel Signal I ing System. 

Information in 1984: K. TEER. 
Integration of Telecommunications: W. J. BRAY. 
I .S.T. Exchange - Traffic Calculations: D. D. MATTISKE. 
I .S.T. Network Configuration Economics of: P. LENN. 

JENKINSON, G. F.: Rain Attenuation at 11GHz. 
JENKINSON, G. F.; E. R. CRAIG: Tropical Rain Attenuation at 11GHz. 
JONES, P. S.: Digital Code Conversion. 

K 

KARBOWIAK, A. E.: Communications, Technology, Socie,y and Education Reconciled. 
KIDD, G. P.; G. J. OGILVIE, D. R. NICOL: Liquid-Core Optical Fibres. 
KILBY, R. L.; R. K. FLAVIN, S. E. HOWARD, S. S~STRADIPRADJA: An 11GHz Radio­ 

meter for Rain Attenuation Studies. 
KOOP, E. J.; P. F. DUKE: Telephone Handset Speaking Position. 

L 

Lasers - Mode Locked: P. V. H. SABINE. 
LAVERY, W. J.; J. L. HULLETT, A. M. FOWLER, G. J. SEMPLE: Digital TV Phone 

Transmission. 
LAVERY, W. J.: Removal of Jitter from the Display of Digitised TV Signals. 
LE NGUYEN, B.; J. LIVINGSTONE, D. H, STEVEN: Acousto-Optical Mode Conversion. 
LENN, P.: Economics of an I .S.T. Network Configuration. 
Light Sources for Fibre Transmission: L. W. CAHILL. 
Limit Interchange Problem: C. E. M. PEARCE, W. HENDERSON. 
Line Coding for Digital Transmission: N. Q. DUC. 
Liquid-Core Optical Fibres: G. J. OGILVIE, G. P. KIDD, D. R. NICOL. 
LIVINGSTONE, J.; B. LE NGUYEN, D. H. STEVEN: Acousto-Optical Mode Conversion. 
LOBERT, O.; S. DOSSING, E. J. BONDARENKO, S. C. HAYDON, I. C. P~UMB: Plumes on 

R.F. Aerials. 

M 

Machine Perception: D. J. H. MOORE, D. J. PARKER. 
MACKECHNIE, L. K.; N. DEMYTKO: A High Speed Digital Adaptive Echo Canceller. 

8 2 45 
7 2 3 

10 1 30 
9 2 50 

10 1 24 

10 1 3 
9 2 22 

10 1 44 
9 2 44 

10 2 50 
7 1 20 

7 1 10 

6 1 27 
7 1 29 
9 1 54 

7 
7 
6 
8 

3 
3 
1 
1 

48 
5 

20 
3 

9 
7 
9 

1 
1 
2 

45 
3 

30 

7 
9 

7 
6 

3 
2 

1 
2 

36 
13 

10 
24 

A.T.R. Vol. 11 No. 2, 1977 

9 1 34 

6 1 27 
7 2 36 

10 2 3 
8 1 3 

10 2 9 
10 1 44 
9 1 3 
9 2 13 

10 2 3 

10 1 3 

6 1 3 
7 1 20 

53 



Index- Vols. 6-10 

Majority-Logic Decoding of Block Codes: N. Q. DUC. 
Majority-Logic Decoding of Product Codes: N. Q. DUC. 
MARTIN, G. T.: Measurement of Speech Signal Levels. 
MATTISKE, D. D.: Traffic Calculations for an !ST Exchange. 
MAZZAFERRI, F.: Digital MFC Generator. 
Measurement of Speech Signal Levels: G. T. MARTIN. 
Microelectronics, Custom- Communications Development: G. A. RIGBY. 
Microwave Bearer - Effects of Thermal Noise: R. H. BLAIR. 
Microwave Osei I lators - Developments in: D. W. GRIFFIN. 
Minimum Cost Telephone Network Optimality: L. T. M. BERRY. 
Mode Locked Lasers: P. V. H. SABINE. 
MOORE, D.J.H.; P. BUTLER: Pitch Detection in Speech. 
MOORE, D.J.H.; D.J. PARKER: Machine Perception. 
MOORE, J.B.: Fixed-Lag Smoothing Results for Linear Dynamical Systems. 

Vo!. No. Page 

7 2 22 
8 1 31 
6 1 29 
6 1 20 

10 2 38 
6 1 29 
7 3 62 
6 2 8 
6 2 13 

10 2 34 
9 1 34 
7 2 39 
6 1 3 
7 2 16 

N 

NASSIBIAN, A. G.; L. FARAONE: Nickel-Doped MOS Capacitors and N-Channel MOSFETs. 
New Devices for Future Communications: M. UENOHARA. 
New Method of Generating Minimal Polynomials: J. STEEL. 
Nickel-Doped MOS Capacitors and N-Channel MOSFETs: L. FARAONE, A. G. NASSIBIAN. 
NICOL, D. R.; G. J. OGILVIE, G. P. KIDD: Liquid-Core Optical Fibres. 
Noise Performance Objectives - Sate! I ite Circuit: A. FEDER. 

0 

OGILVIE, G. J.; G. P. KIDD, D. R. NICOL: Liquid-Core Optical Fibres. 
Optical Communications Systems: T. E. BATCHMAN, S. C. RASHLEIGH. 
Optical Fibres - Dispersion in Large Ideal: W. S. DAVIES. 
Optical Fibre Data Link: J. WISE. 
Optical Fibres - Liquid-Core: G. J. OGILVIE, G. P. KIDD, D. R. NICOL. 
Optical Fibres - Variations in Dimensions of: W. J. WILLIAMSON. 

p 

P.A.B.X. 's - Analysis of Congestion in Smal I: J. RUBAS. 
P.A.B.X. - Dimensioning of Manual Operating Positions: J. RUBAS. 
PARK, J. L.: Digital Repeater for Coaxial Cable. 
PARKER, D. J.; D. J. H. MOORE: Machine Perception. 
Partial Response Signal I ing: J. STEEL. 
PCM Regenerators - Retiming Performance: G. J. SEMPLE. 
PEARCE, C. E. M.; W. HENDERSON: Limit Interchange Problem. 
PEARCE, C. E. M.; W. HENDERSON: Two-Server Priority Queue. 
Pitch Detection in Speech: P. BUTLER, D. J. H. MOORE. 
PLUMB, I.C.; S. DOSSING, 0. LOBERT, E. J. BONDARENKO, S. C. HAYDON: Plumes on 

R.F. Aerials. 
PLUMB, I. C.; S. C. HAYDON: Theoretical Considerations of Pluming Phenomena. 
Plumes on R.F. Aerials: S. DOSSING, 0. LOBERT, E. J. BONDARENKO, S. C. HAYDON, 

I. C. PLUMB. 
Pluming Phenomena - Theoretical Considerations of: S. C. HAYDON, I. C. PLUMB. 
POLLARD, J. R.: Role of Computers in Future Communications Systems. 
Polynomials - A New Method of Generating Minimal: J. STEEL. 
POTTER, J. B.; Waveform Transmission System Equalizers. 

Q 

QUAN, A.; A. J. GIBBS: Control Algorithms for Automatic Systems. 

7 
7 
8 
7 
9 

10 

2 
3 
1 
2 
2 
2 

32 
54 
49 
32 
13 
59 

9 
6 
8 
8 
9 
9 

2 
2 
1 
2 
2 
1 

13 
3 

18 
39 
13 
28 

6 
7 

10 
6 

10 
8 

10 
9 
7 

10 
10 

10 
10 
7 
8 
8 

1 
2 
1 
1 
2 
2 
1 
2 
2 

1 
1 
3 
1 
2 

12 
9 

39 
3 

19 
13 
44 
44 
39 

3 
24 

3 
24 
65 
49 
33 

8 39 

R 

Radiometer - 11GHz - For Rain Attenuation Studies: R. K. FLAVIN, S. E. HOWARD, 
R. L. KILBY, S. SASTRADIPRADJA. 

Rain Attenuation at 11GHz: G. F. JENKINSON. 
Rain Attenuation Studies - 11GHz Radiometer for: R. K. FLAVIN, S. E. 

R. L. KILBY, S. SASTRADIPRADJA. 
Rain, Tropical - Attenuation at 11GHz: E. R. CRAIG, G. F. JENKINSON. 
RASHLEIGH, S. C.; T. E. BATCHMAN: Optical Communications Systems. 

54 

7 1 10 
9 1 45 

HOWARD, 
7 1 10 
7 1 3 
6 2 3 

A.T.R. Vol. 11 No. 2, 1977 



Realization of Passive Strip Line Components: J, K. RICHARDSON. 
Removal of Jitter from the Display of Digitised TV Signals: W. J. LAVERY. 
Retiming Performance of PCM Regenerators: G. J. SEMPLE. 
RICHARDSON, J. K.: Realization of Passive Strip Line Components. 
RIGBY, G. A.: Custom Microelectronics in Communications Development. 
RMS - True - Detector: P.R. HICKS. 
Role of Computers in Future Communications Systems: J. R. POLLARD. 
RUBAS, J.: Analysis of Congestion in Smal I P.A.B.X. 's. 
RUBAS, J.; R. J. HARRIS: Calculation of Overflow Traffic Moments. 
RUBAS, J.: Dimensioning of Manual Operating Positions in P.A.B.X. 's. 

s 

SABINE, P. V. H.: Mode Locked Lasers. 
SASTRADIPRADJA, S.; R. K. FLAVIN, S. E. HOWARD, R. L. KILBY: (11GHz) Radiometer 

for Rain Attenuation Studies. 
Sate! I ite Circuit Noise Performance Objectives: A. FEDER. 
SEMPLE, G. J.: Retiming Performance of PCM Regenerators. 
SEMPLE, G. J.; W. J. LAVERY, J. L. HULLETT, A. M. FOWLER: Digital TV Phone 

Transmission. 
Signal I ing System - Common Channel: G. L. CREW, M.A. HUNTER. 
Signal I ing System No. 6 Field Trial - CCITT: M.A. HUNTER, R. J. VIZARD. 
Simulation Study - Telephone Network Model: L. T. M. BERRY, R. J. HARRIS. 
Speech Signal Levels - Measurement of: G. T. MARTIN. 
State Transition Diagrams - Telephone Systems: N. GALE. 
STEEL J.: A New Method of Generating Minimal Polynomials. 
STEEL, J.: Partial Response Signal I ing. 
STEVEN, D. H.; B. LE NGUYEN, J. LIVINGSTONE: Acousto-Optical Mode Conversion. 
Strip Line Components - Realization of Passive: J. K. RICHARDSON. 
Surface Charge Spread in Electret Microphones: R. J. FLEMING, P. J. ATKINSON. 

T 

Index- Vols. 6-10 

Vol. No. Page 

7 1 45 
7 2 36 
8 2 13 
7 1 45 
7 3 62 

10 2 50 
7 3 65 
6 1 12 
8 2 45 
7 2 9 

9 1 34 

7 1 10 
10 2 59 
8 2 13 

6 1 27 
9 1 54 
7 1 29 
9 2 50 
6 1 29 
9 2 3 
8 1 49 

10 2 19 
10 2 3 
7 1 45 

10 1 48 

TEER, K.: Information in 1984. 7 
Telecommunications - Changing Patterns of Creativity and lnnovatio~; W. A. TYRRELL. 7 
Telecommunications - Future Scene in International: W. G. GOSEWINCKEL. 7 
Telecommunications - Integration of: W. J. BRAY. 7 
Telecommunications Services - Aspects of Future: P. R. BRETT. 7 
Telecommunication Trends in Japan: M. YAMAUCHI. 7 
Telecommunications - Trends and Research: H. BUSIGNIES. 7 
Telephone-Australian Experiments in 1878. 8 
Telephone Networks - Dimensioning: R. J. HARRIS. 10 
Telephone Handset Speaking Position: P. F. DUKE, E. J. KOOP. 6 
Telephone Networks - Minimum Cost: L. T. M. BERRY. 10 
Telephone Network Model - Simulation Study: L. T. M. BERRY, R. J. HARRIS. 9 
Telephone Network Optimality - Minimum Cost: L. T. M. BERRY. 10 
Telephone Systems - State Transition Diagrams: N. GALE. 9 
Theoretical Considerations of Pluming Phenomena: S. C. HAYDON, I. C. PLUMB. 10 
Traffic Calculations for an 1ST Exchange: D. D. MATTISKE. 6 
Traffic - Dimensioning Links Offered Overflow: L. T. M. BERRY. 8 
Traffic Moments - Calculation of Overflow: R. J. HARRIS, J. RUBAS. 8 
Transformers - Transversal Filter Hilbert: A. J. GIBBS. 9 
Transversal Filter Hilbert Transformers: A. J. GIBBS. 9 
Trends and Research in Telecommunications: H. BUSIGNIES. 7 
Tropical Rain Attenuation at 11GHz: E. R. CRAIG, G. F. JENKINSON. 7 
True RMS Detector: P. R. HICKS. 10 
TV Phone Transmission - Digital: W. J. LAVERY, J. L. HULLET, A. M. FOWLER, 

G. J. SEMPLE. 6 
TV Signals - Removal of Jitter from the Display of Digitised: W. J. LAVERY. 7 
Two-Server Priority Queue: W. HENDERSON, C. E. M. PEARCE. 9 
TYRRELL, W. A.: Changing Patterns of Creativity and Innovation in 

Telecommunications. 7 

V 

Variations in Dimensions of Optical Fibres: W. J. WILLIAMSON. 
VIZARD, R .• J.; M.A. HUNTER: CCITT Signalling System No. 6 Field Trial. 

3 
3 
3 
3 
3 
3 
3 
2 
1 
2 
1 
2 
z 
2 
1 
1 
1 
2 
1 
1 
3 
1 
2 

1 
2 
2 

3 

48 
15 
81 
5 

30 
71 
40 
3 

30 
24 
36 
50 
34 
3 

24 
20 
13 
45 
31 
31 
40 
3 

50 

27 
36 
44 

15 

9 
7 

28 
29 

A.T.R. Vol. 11 No. 2, 1977 55 



Index - Vais. 6-10 

Vol. No. Page 

w 

Waveform Transmission System Equalizers: J. B. POTTER. 
WICKINGr J. R.; J. A. COEKIN: Cross-Correlation Testing of Wide Band 

Communication Systems. 
WILKINSON, E. J.: Future Developments in Sound and Vision Broadcasting. 
WILLIAMSON, W. J.: Variations In Dimensions of Optical Fibres. 
WISE, J.: An Optical Fibre Data Link. 
WRIGHT, P. H.; B. M. CHERRY: The Electrical Resistance of Epoxy Resins. 

y 

YAMAUCHI, M.: Telecommunication Trends in Japan. 
YRARRAZAVAL, S.: Application of Circular Arrays of Alford Loops. 
YRARRAZAVAL, S.: Circular Antenna Arrays with Horizontal Polarisation. 

8 

8 
7 
9 
8 
7 

2 

1 
.3 
1 
2 
1 

33 

25 
77 
28 
39 
36 

7 
8 
7 

3 
2 
1 

71 
27 
58 

56 Printed by Standard Newspapers Limited, 10-14 Park Road, Cheltenham, 3192. A.T.R. Vol. 11 No. 2, 1977 



AUSTRALIAN 
TELECOMMUNICATION 
RESEARCH 

VOLUME 11, NUMBER 2, 
1977 

Contents* 

Challenge 

Refractive Index - Optical Waveguides 
P. V. H. SABINE 

Line Coding - Data Transmission 
N. Q. DUC, B. M. SMITH 

Equalizers for Data Signals 
R. P. COUTTS, B. M. SMITH 

Random Timing Jitter 
J. A. BYLSTRA 

Guide to Authors 

Index - Volumes 6-10 

2 

3 

14 

28 

37 

46 

51 

"Abbreviated Titles 


