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Albert Jakob Seyler: 1913-1977 

On 26 April 1977, those working in the teleco=unications field were 
saddened to hear of the passing of Dr. Seyler. 

Albert J. Seyler was born in Germany on 24 July 1913, and qualified as Diplom 
Ingenieur at the Technical University of Munich with Honours in 1938. During the 
next ten years, he was engaged in research on air navigational aids, radar and 
radar counter measures, a field in which he added very significantly indeed to 
both the knowledge and techniques available at that time. 

In 1948, he emigrated to Australia where he joined the P.M.G. Research 
Laboratories as a technical expert. He was immediately placed in charge of the 
Pulse Techniques Division, where he developed many technical performance stand­ 
ards and measurement techniques necessary for the successful introduction of 
television into Australia. He then developed an interest in the reduction of 
bandwidth necessary for television transmission, which naturally led him into an 
interest in the psycho-physical aspects of human behaviour, and the coding and 
processing of visual information with particular emphasis on the interaction of 
human visual perception with the engineering visual communication systems. He 
carried out early pioneering work in the fields of delay detail perception and 
difference coding, for both frame and line. This work earned him the degree of 
Master of Electrical Engineering at Melbourne University in 1956, on the basis of 
his published work. In 1966, he was awarded the degree of Dr. of Applied 
Science by Melbourne University, again for his published work in this field. In 
1964, he became Head of the Advanced Techniques Branch, where he directed 
research in the fields of Guided and Unguided Media, Computer Applications, Solid 
State and Quantum Electronics and Visual Communications. In recent years, 
Dr. Seyler's personal research interests centred on man-technology interaction 
problems in telecommunication and on the psychological and social impact of such 
systems on human communication and the future life-style of society. In December 
1968, Dr. Seyler commenced some long service leave, during which he took a position 

·of a consultant for three months at Holmdel in the United States with Eell 
Telephone Laboratories, where he furthered his studies in human communications. 
In 1973, he took a position for a period of three months as a consultant at Ottowa 
with Eell Northern Research, where he studied the fundamental human aspects of 
both audio and visual teleconferencing. His particular interest at that time 
was in extending previous theories involving two people to groups of people. 

Apart from his position as Assistant Director, Advanced Techniques, of the 
Telecom Australia Research Laboratories, Dr. Seyler was also a member of the 
Faculty of Engineering of Monash University and Honorary Consultant in Communica­ 
tion Engineering at the University of Adelaide. He was a Fellow of the 
Australian Academy of Technological Science and also a Fellow and past President 
of the Institution of Radio and Electronics Engineers of Australia. 



Challenge ... 

The Australian Government has recently awarded a contract for future supply 
of telephone exchanges utilising stored program control. The introduction of SPC 
exchanges into the local network will clear the way for the speedy introduction of 
new facilities for both the subscribers and Telecom Australia. This will be on a 
quite different basis from the past, as new facilities can be introduced on a 
near simultaneous basis very swiftly through the medium of program changes. This 
contrasts with the previous situation, in which changes necessarily took a long 
time to implement, as they required a considerable amount of modification of 
working equipment in the field. 

This change of approach will not only have an impact for the subscriber, but 
it is also going to have an impact in ways of working for Telecom Australia. 
This will occur particularly in the fields of marketing, operating and in the 
theoretical work underlying basic planning. 

In the past, the marketers have had a somewhat cloistered existence in an 
environment in which they were prisoners of the,massive efforts needed to modify 
the network to introduce new facilities. When the application of stored program 
control is widespread, they will have a new flexibility and freedom to introduce 
new facilities. However, in the current situation in which the introduction of 
new facilities is a somewhat ponderous procedure, they have had little opportunity 
to gain experience in the selection of new facilities, or in their marketing. 
This is ar.. aspect which will require considerable preliminary work before the use 
of SPC techniques become widespread if both the subscribers and Telecom Australia 
are to derive the maximum benefit from the use of SPC techniques. 

Operating staff will be confronted with a different type of system; one-at­ 
a-time op~ration of devices, switches, sub-systems, etc., will no longer be the 
no=. The control processes will have become invisible and will be handling 
many calls simultaneously. This invisibility will require the development of 
new tools, new procedures, and most importantly, new outlooks by maintenance 
staff. It will also require increased discipline in the control of unauthorised 
system modifications, even if for no other reason than to discourage the ardent 
fiddler who knows that his fiddling cannot be seen; further, if he has cured a 
mal-function, there will be no reason to suspect fiddling has taken place, but 
subsequent design work may have been compromised due to the existence of non­ 
standard software. 

The introduction of stored program control techniques on a large scale 
will bring a variety of challenges in its wake; many of these will be more 
involved with human rather than technical matters. This is part of an 
evolving pattern which is slowly gathering momentum and presenting a rather 
more subtle yet more pervasive challenge in its own right than that which has 
been posed in the past by purely technical matters. 
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The Effects of Excitation Conditions on Fibre Launching 
and Coupling Losses 

* G. P. KIDD 
Telecom Australia Research Laboratories 

A straightforuard geometrical optics method has been used to 
calculate the launching and coupling losses beween source and fibre 
or beween wo fibres, taking into account all possible variations 
of source and fibre parameters likely to be met in practice. It is 
shown that the coupling losses ben,,'een fibres are significantly less 
if the exciting fibre has a near-field power intensity distribution 
concentrated towards the centre of the fibre relative to the losses 
if equal excitation of all modes is assumed. Furthermore the losses 
due to diameter variations at a joint are considerably reduced for 
this form of intensity distribution. It is also shown that the 
launching efficiency beween a stripe geometry injection laser and 
an arbitrary profile fibre may, with reasonable accuracy, be 
determined by assuming a symmetric source having near- and far-field 
characteristics appropriate to the major axis of the laser junction. 

1. INTRODUCTION 

Over the years a number of papers have 
investigated the efficiency of launching energy 
into optical fibres from a variety of sources 
(most recently for example Pets. 1, 2 and 3). 
In general these have imposed certain constraints 
on the source, usually by assuming a uniform 
power intensity distribution. Likewise other 
papers (eg Pets. 4, 5, 9) have studied coup I ing 
losses between fibres, but again with some con­ 
straints. Gloge (Ref. 4) comes closest to the 
practical situation by considering the effects 
of various power distributions in the exciting 
fibre as might occur as a result of mode mixing, 
but I imits his analysis to coup I ing between two 
fibres of equal core diameter with no air gap 
between them. 

It seems that a straightforward method of 
calculating both launching and coup! ing 
efficiencies is needed which takes into account 
al I the possible variations of source and fibre 
parameters I ikely to be met in practice. This 
paper presents such a method based on geometrical 
optics. Since numerical integration is used in 
calculating the results the method is very 
general, so that completely arbitrary refractive 
index profiles and power intensity distributions 
can be ana I ysed, if required. In this paper, 
however, parametric expressions for the intensity 
distribution I (t) and refractive index profile 
n(r) have been used to simplify the presentation 
of results. 

The parameters considered are the effective 

"This paper was written while the author 
was at the British Post Office Research 
Centre, Martlesham Heath. 

diameter of the source or the exciting fibre and 
the shape of the intensity distribution; the far 
field radiation pattern; the index profile of the 
fibre or fibres (not necessarily the same); the 
diameter of the exciting fibre relative to the 
excited fibre; the spacing and offset between 
source and fibre or between two fibres; and the 
refractive index of the intermediate medium. The 
effects of ti Its have not been considered, but 
could be included by an extension of the geo­ 
metrical analysis. Likewise Fresnel reflection 
losses have been ignored, but could be taken 
into account in a strai~htforward manner (Ref.2). 

2. COUPLING EFFICIENCY BETWEEN SOURCE AND FIBRE 

2. I On-axis Launching 

The situation to be analysed is i I lustrated 
in Fig t, where the effective source diameter B 
and the source-fibre spacing D have been nor­ 
malized to the core radius. Both the source 
intensity distribution 1(£) and the index profile 
n(r) are assumed circularly symmetric with their 
centres on axis. 

+B 

-B 

SOURCE 
INTENSITY 
DISTRIBUTION 

Fig.1 

l(fl 
n(r) 

FIBRE INDEX 
PROFILE 

Definition of Source and 
Fibre Parameters. 
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Fibre Excitation Conditions 

To achieve a measure of generality the source 
intensity distribution is taken to be of the form 

J(Q,) 
A +eCU,-B) 
2 

1-e -CB 

1-2e-CB ( 1) 

Thus J(,Q,=B) = 0.5 1(0) 

By selecting different values of Band C it 
is possible to represent a range of distributions 
of different effective diameters and shapes. A 
large value of C, for example, approximates a 
uniform distribution while a value of C=4 gives 
a parabolic shape. Further, to take account of 
different far field radiation patterns from 
various sources, it is assumed that the flux 
emitted from a point on the source varies as 

cosm~, where m=1 represents a Lamberti an point 
source as might be expected tor a LED, and higher 
values of m could be used to describe the more 
directional radiation of a laser diode for 
example. 

The flux emitted from an elemental area ds at 
radius 9, into a cone of half-angle~ is (Ref 6) 

=I~ 
0 

J(9,) cosm~ 2TT sin~ d~ ds 

The total flux emitted from this elemental area 
into the forward hemisphere is then 

1T 

liP = 21T 1(9,)J: cosm~ sin~ d~ ds 

21T I ( 9,) ds (2) 
m+l 

The flux from an elemental ring of width d,Q, at 
radius 9, is given by 

21T 
m+l 

so that the total flux or power emitted by the 
source is 

For the intensity distribution (1) this gives 

Where b 

The integraif: 

is not standard but can be reduced to 

',, - { [1og<,oc_,,J 2 +[ (-1) i 
c2 z 

i=l 
iz(eBc_2) i 

+[ ~11_' (l } 
,2 
I 

i=l 

For a uniform source (ie large C) the total 
radiated power tends to 

If the intensity distribution is normalized to 
the total power Ptot the resultant distribution 

is 

To calculate the launching efficiency it is 
necessary to determine the proportion of the 
total power that wi 11. be accepted into the fibre, 
and this of course is a function of the index 
profile, the source parameters, and the spacing 
between source and fibre. A completely arbitrary 
index profile could be assumed, but for the 
calculation of coup I ing efficiency it is probably 
sufficient to approximate a given profile by the 
so-called alpha-proti le given by 

n ( r) 

2 
41T 
m+1 

9, d,Q, 

9, 

(m+l J c2 

(3) 

(4) 

(5) 

do 41T 
m+1 0 

I ( 9, Hd 9, 
' r > 1 (6) 
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Fibre Excitation Conditions 

As~ goes from 2 to infinity the profile changes 
from parabolic towards the step-index form. 

Consider a ray impinging on the fibre face at a 
point at radius r, with a local angle of 
incidence of 8za (Fig 2). This ray wi I I be re- 

fracted into the fibre, and its angle of re­ 
fraction, from Snel I's Law, wi 11 be given by 

--n(r) 

Fig.2 Ray Vectors at Fibre Interface. 

n(r) sin8 = n sin8 z za 

where n(r) is the local refractive index of the 
fibre and n is the refractive index of the ex­ 
ternal medium (subsequently assumed to be unity). 
The plane of refraction makes an angle of 

(~ - S) to the radial direction. 

Rays wi 11 be trapped if the angle 8za is less 

than an angle given by 

sin2 I 2 2 = n (r) - n
2 

However other rays, the so-called leaky rays 
(Ref.7), can also propagate albeit with increased 
attenuation. The acceptance region for these 
rays is given by 

2 2 n ( r) - n
2 

1-r2 cos2s 
(7) 

Taking the left hand I imit defines an el I iptical 
excitation region for both trapped and leaky 
rays. Thus for a source-fibre spacing D (Fig 3) 
the major and minor radii are found by putting 
S = 0 and _:ri:_ respectively, which gives for the 

2 
minor radius 

region of 
trapped ray 
excitation 

v(r) 

SOURCE 

Fig.3 

region of 
leaky ray 
excitation 

FIBRE 

os, 

Source Excitation Conditions. 

(8a) 

and for the major radius 

{ 2 2 }1 n ( r) - n
2 u(r)=D 2 2 

(1-r2) - (n (r) - n
2 

) { , , r 1 - (n (r) - n2 ) (8b) 
v(r) 2 2 2 

(1-r )-(n (r)-n2 ) 

if leaky rays are ignored then the excitation 
region on the source reduces to a circle of 
radius v(r). 

We now require to calculate the power received 
by an elemental area ds2 situated at radius r 
on the fibre face from the region of excitation 
defined above. Consider initially an elemental 
area ds1 on the source, separated from ds2 by a 

distance Rand making an angle 8za to it. The 

flux emitted from ds1 per unit solid angle in 

the direction of ds2 wi I I then be 

Now ds
2 

subtends a sol id angle at ds1 of 
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Fibre Excitation Conditions 

so that the flux or power received by ds2 from 

ds 1 is 

dP(r) 

The total power accepted from the source into 
ds2 at r is therefore 

where 11 (x) and 12(x) are the appropriate I imits 

imposed by the el I ipse (or circle) defining the 
region of excitation. 

Now cos 8 za 

and R 

a !so t 

D 
R 

Thus for the assumed intensity distribution 

2 2 I 

1+beC(x +y )
2 

. dy dx 

(9) 

( 10) 

Because of the assumed circular symmetry the 
power received by an elemental ring of thickness 
drat radius r is then 

P( r) = dP( r) 211r dr 

and the total power accepted by the fibre is 

Since the total radiated power from the source 
has been normalized to unity, Pace therefore 

gives the required launching efficiency. 

The launching efficiency has been calculated by 
numerical integration for fibres having alpha 
values ranging from 2 to 32, for excitation 
conditions representing those I ikely to be 
found with high radiance LED's and injection 
laser diodes. If it is assumed that the LED 
has an effective diameter equal to that of the 
core and that its intensity is uniform across 
most of the electroluminescent region, but fa! Is 
off at the extremities, then an appropriate in­ 
tensity distribution might be one with B = 1 
and C = 20. Further, since this source is 
essentially Lamberti an, the value of m wi I I te 
1. The launching loss with this source and 
fibres of numerical aperture 0. 15 and 0.20 is 
shown in Fig 4. As expected the loss for a 
parabolic fibre is about 3 dB greater than for 
a step-index fibre. The additional loss of 
about 2.5 dB expected for a fibre with NA=0.15 
over that for a fibre with NA=0.20 is also 
demonstrated. 

co 
TI 10 
~ 
'3 
"" z 
I ~ =, 
'.:i 14 

18 

GaAIAs laser coupling­ 
© Measured- see ref. 8 
[:)Calculated-see text 

SOURCE-FIBRE}= 0.1a 
SPACING 
FIBRE DIA= 2a 

---- ->· ·--;;:;;-·- 
- B [) c = 8, M = 8 

® ----- 0.15 -------------- B = 0.2, 
C = 8, M = 2 

® 
AD 

---~--- ----- - - 
- - - - B - 1 C = 20, - - - ' 

_,----- M=1 - - 
Fig.4 

NA 

0.20 

0.20 

0.20 
0.15 

0.15 

20 16 32 

ALPHA 

Launching Losses as a Function of 
Profile and Excitation Conditions. 

p 
ace 2nJ: dP(r) r dr (11) 

It is not so easy to represent semiconductor 
laser diodes because of their asymmetric near­ 
and far-field characteristics. In the plane of 
the junction the near-field intensity wi I I tend 
to be concentrated towards the centre and taper 
off towards the edges. The far-field radiation 
in this plane wi 11 be highly directional corres­ 
ponding to a very high value of m, while that in 
the plane perpendicular to the junction wi I I be 
more diffuse. Two sets of curves for an assumed 
near-field intensity given by B = 0.2 and C = 8 
and far-field characteristics of m = 2 and m = 8 
are given in Fig 4. 

Benson et a I (Ref 8) have measured the I au nch i ng 
efficiencies from a stripe geometry GaAIAs laser 
diode into various fibres whose characteristics 
were as shown in Table 1. 
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Fibre Excitation Conditions 

TABLE 1 - Measured Launching Efficiencies (Ref. 8) 

Fibre Type Alpha 
(assumed) 

A step 32 

B part i a I I y 6 
graded 

C graded 2 

D graded 2 

The radiation pattern of the laser diode used o 
had an intensity of 0.8 at a half-angle of 10 
in the plane perpendicular to the junction which 
corresponds to a value of m = 14. The junction 
dimensions were 15 µm x 0.5 µm. From knowledge 
of the behaviour of stripe geometry lasers it 
would seem reasonable to assume a half-intensity 
width of lOµm and a value of C = 8. The 
launching efficiencies calculated for each of the 
fibres, together with the measured values, are 
shown in Fig 4. It is seen that although the 
asymmetric source has been approximated by a 
symmetric one having the characteristics 
appropriate to the major axis of the junction, 
the differences between measured and calculated 
efficiencies are less than 1 dB for three of the 
fibres and about 2 dB for fibre D. 

It should be noted that since the measurements of 
Ref 8 were carried out on short fibres 
(approximately 50 cm), the resulting efficiencies 
are probably greater than if much longer fibres 
had been used in which the leaky mode energy 
would have been neg I igible. The calculated 
efficiencies on the other hand exclude leaky rays 
and are therefore directly applicable to the long 
lengths of fibre I ikely to be found in practical 
systems. 

2.2 Axial offset of source 

Assume an axial offset d between the centre 
of symmetry Os of the source and the centre 0 

of the fibre. For an elemental area ds2 dis­ 

placed azimuthally an angles from the Y axis of 
the fibre the general launching conditions will 
be as shown in Fig 5. If we rotate the X-Y axes 
through an angle~ in the direction shown, then 
with reference to the new ordinates [x1,y1] the 
excitation conditions are similar to the 
situation considered in the previous section, 
except that£ corresponding to an arbitrary 
point (x1,y1) on the source wi I I now be a 
function of sand d. If (x ,y ) defines the 
point in terms of the sourc§ ofdinates then 

£ = (x 2 + y 2)½, and by appropriate trans­ s s 
formation 

Measured 
Core Dia NA Launching 

Efficiency 

-- 
55µm 0. 171 24% 

SOµm 0.148 13% 

46µm 0. 171 17% 

42µm 0. 162 10% 

Y, 

t cs, 

Fig.5 

FIBRE 

y' 

x' 

Source Excitation Conditions 
for Offset Axes. 

The power received by the elemental area ds2 at 
radius rand angles is then 

X s x1 cos s- y1 sins 
dP( r,s) 

ds2 
x1 sins+ y1 cos s - d ( 12) 

<m+l l c
2 !JT 1 

41r21 02 C(x2+y2)½ 
"' l+be s s 
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Fibre Excitation Conditions 

} 

m+3 
dydx 

+ (yl _ r)2)½ 

( 13) 

p (d) 
ace 

The total accepted power is 

1 11 

2 J J , dP(,,(l c( de 

r=O E;=O 

( 14) 

which gives the launching efficiency for a given 
axial displacement d. 

As in the previous section launching efficiencies 
have been calculated by numerical techniques for 
a number of source and fibre conditions. Two 
sources have been simulated: the first an LED 
having the values B = 1, C = 20 and m = 1, and 
the second an injection laser having the values 
B = 0.2, C = 8, m = 8. The launching effic­ 
iencies between these and a parabolic profile 
fibre (cr = 2) and a step-index fibre (cr = 32), 
as a function of offset and spacing, are pre­ 
sented in Figs 6 and 7. It is seen that as I ong 
as source-fibre spacing is not greater than 
(about) the core diameter, then offsets of at 
least 10% of the diameter (0.2a) can be 
tolerated without degrading the loss by more 
than 0.5 dB. As would be expected the step- 

~ 
~ 

index fibre excited by the laser is least 
sensitive to the influences of offset and spacing, 
while the parabolic fibre similarly excited is 
most sensitive to these effects. 

Although a comparison in the previous section 
between certain measured and calculated on­ 
axis launching efficiencies suggested that it 
may be reasonable to approximate the asym­ 
metrical radiation characteristics of an in­ 
jection laser by a symmetrical source, this 
may not hold for increased source-fibre spacings 
since the more directional radiation in the plane 
of the junction could then become dominant. If 
this were so, the measured efficiencies using a 
laser source would not fal I off as rapidly as 
indicated in Fig 6 for increasing source-fibre 
spacing. 

3. COUPLING LOSSES BETWEEN FIBRES 

In this section we wi 11 adapt the preceding 
methods to calculate the coup I ing losses between 
two fibres of different core diameters and index 
profiles, and with their axes offset. Further­ 
mere a near field intensity distribution tor the 
exciting fibre of the form described earlier wi 11 
be assumed in order to approximate those dis­ 
tributions I ikely to be found after long lengths 
of fibre. 

The fibres will be assumed to have the following 
characteristics: 

~ 
~ 

10 F SOURCE: B = 0.2 
_ --......__............ I {LASER) ~: ~ 

SOURCE 8 = 0.2 
{LASER) C = 8 

12 I M = 8 

14 

16 

18 

20 

22 

OFFSET 

SOURCE B = 1 
{LED) C = 20 

M = 1 

/ 0 0.2 ------~ = =-=-=- ~ ::_--==-=::.--:..:- ..... ..... ..... / 0.4 
- - - -...._ ,A, o.6a ------- '..;;:~ ----- , X, 

', ,, 
' ' ' ' ' ' ', 

OFFSET 

SOURCE: B = 1 
{LED) C = 20 

M = 1 

OFFSET ----=--=-= = ==:::. :::..-::.-::::..._~o 
- ---------- ---~0.2 - -- ' --------- , 
- - -- ••••• ,, 0.4 ',, 

' '' ' ' 
',, 0.6a ,, ,, 

~ 

24 '--------~---~--~---'---'---'---'-~ .__ _,__ _,_ __ __. __ ,.___..___,,__..__._ •.•• 

10 10 

Fig.6 

SOURCE-FIBRE SPACING {RELATIVE ro FIBRE RAOIUS), 

Launching Losses as a Function of Spacing. 
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Fibre Excitation Conditions 

10 

12 

14 

o( = 32 

SOURCE: -8 = 0.2 
(LASER) C = 8 

M = 8 

------------ OC.=32 - ..... ........ 
', 
' ' ' 

rg 
vi 16 V, g 
"' z r--- ------ :i: 
'-' z 'l ::, SOURCE: -B = 1 :5 (LED) C = 20 

M = 1 

20 

NA=0.20 } 
SOURCE-FIBRE = 1a 

22 L SPACING 

24 

-- -- -- .... , 
o; =2 ' ' ' ' 

0.1 0.2 0.3 0.5 

OFFSET (RELATIVE TO FIBRE RAOIU'I 

Fig.7 I.aunehing Losses as a Pu.nation 
of Offset. 

Fibre 1 (exciting fibre) 

- index prof i I e 

n CO a 

- near field intensity distribution 

ICU 
-BC 

- e 

0 

- far field radiation proportional to cosm4>. 

, 0 < r ~ 1 

The spacing between fibres D, the offset d, Fibre 
1 radius R1 and the effective intensity radius B 
are all normalised to Fibre 2 radius. 

Consider first the total power radiated from an 
elemental area ds1 at radius Q, on the source 

fibre. Let us assume that the fibre is suffic­ 
iently long for al I leaky rays to have been 
attenuated out. The cone into which rays wi I I 
be radiated is therefore determined by the local 
numerical aperture at t; ie the half-angle 
4>c(Q,) of this cone is given by 

4>c (Q,) 

21f 

m+1 

' r > 1 

If the flux varies as cosm~ as considered 
earlier to take into account variations in the 
far field radiation pattern, then the power 
emitted into the cone from ds1 is 

~ (Q,) 

2, "1,c cosm, s l ne d•ds1 

[ 
m+1 ] l(Q,) 1-cos ~/t) 

The total power emitted from the fibre is then 

41f2JR1 
m+1 

0 
( 

m+ 1 ) tl(Q,) 1-cos 4>c(Q,) dQ, 

( 15) 

The power launched into Fibre 2 can be calculated 
in the same way as in the previous section, 
noting however that in this case l(tl=O for t>R

1
. 

Note also that although the element ds
1 

on 

fibre 1 may lie in the region of excitation tor 
ds2 on fibre 2 as defined by equation 8, it wil I 
not contribute to the power accepted at ds2 if 

the angle 8
2
a is greater than the local critical 

angle 4>c(Q,) at Q, on fibre 1. 

Fibre 2 (excited fibre) 

- index prof i I e 
A long perfect fibre in which al I modes are 
equally excited, and in which leaky modes are 
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ignored, wi 11 have a near field intensity dis­ 
tribution approximating the index profile 
(Ref 7). On the other hand a fibre that is only 
partially excited, or in which there is con­ 
siderable mode-mixing, wi I I have most of its 
bound energy concentrated towards the centre of 
the core. It would therefore be anticipated 
that the effects of coup I ing mismatches are less 
significant for this situation than for uniform 
excitation. 

(f) 
FIBRE 1 ALPHA = 2 
FIBRE 2 ALPHA = 2 
FIBRE SPACING = O. la 
FIBRE 2 DIA. = 2a 
NA= 0.20 

1.0 

0.5 

0.5 1 0 

Ml 
Q { B = 0.75 

C = 4 

8 { B = 0.3 
C=8 

I 
"' 

0.6 
u 
U) 
U) 

'3 
'" z 
~ 
8 0.4 

0.2 

0.1 

Fig.8 

""t 
{ B = 1 

Rl = 1.05 

0 C = 10 

{ B = 0.5 

1.0 

&, C = 4 

I 0 9, I 

0.6 
0.95 

Rl = 1.05 

-' 0.95 
t! 

0.2 

OFFSET (RELATIVE TO FIBRE 2 RADIUS) 

Coupling Losses as a Function of 
Offset, Diameter Difference and 
Excitation Conditions (~ = 2). 

This anticipated result is demonstrated in Fig 8 
for coup! ing between two fibres having parabolic 
profiles. Two distributions are assumed for the 
near field intensity of Fibre 1, the first with 
B = 0.75 and C = 4 approximates the equal exci­ 
tation condition, while the second with B = 0.3 
and C = 8 represents what might be expected in a 
practical situation. It is seen that the 
coup! ing loss as a function of the axial offset 
between the fibres is significantly lower for 
the second intensity distribution. As an 
example, consider coup! ing between two fibres 
with the first having a 5% larger core diameter 
than the second. If the cladding diameters are 
twice the core diameters this gives an offset 

of 10% of the core radius of Fibre 2, assuming 
that the claddings are aligned at one point. 
From Fig 8 a coup! ing loss of 0.45 dB would be 
predicted under these conditions for uniform 
excitation, whereas a loss of only 0.2 dB would 
occur if the actual excitation was of the second 
form assumed. 

0.4 

Fig.9 

lfl 

FIBRE 1 ALPHA = 10 
FIBRE 2 ALPHA = 10 
FIBRE SPACING= 0.1a 
FIBRE 2 DIA. = 2a 
NA= 0.20 

O'= 10 

0.5 1.0 

R1 = 1.05 

/ 1.0 
/ 

t;{ 
/ / 0.95 
/ ,, 

/ / ,,t! 
/ ,, 

./ / ,, ,, 
,," ,, ,, 

0.1 0.2 

OFFSET (RELATIVE TO FIBRE 2 RADIUS) 

Coupling Losses as a Function of 
Offset, Diameter Difference and 
Excitation Conditions (~ = 10). 

In Fig 9 similar results are shown tor coup! ing 
between two fibres having alpha values of 10 
(ie tending towards a step-index profile). The 
condition B = 1, C = 10 corresponds to equal 
excitation, while the condition B = 0.5, C =4 
might represent the near field distribution in 
a practical situation. 

The effects of the spacing between fibres of 
equal core diameter as a function of offset and 
excitation conditions are i I lustrated in Fig 10. 
It is seen that the influence of fibre offset 
dominates that of spacing at least for smal I 
spacings. 
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0 { .B = 075 
C=4 

FIBRE 1 ALPHA = 2 
FIBRE 2 ALPHA = 2 
R1 = 1.0a 
NA = 0 20 

D { B = u.3 
C = 4 

I!:. { B = 0.2 
C=B 

0.8 

0 .•. -­ .••..•. ..- .,. ___ .--0--~- 
0.6 

04 

0.2 

OFFSET= 0.2a 

04 0.8 1.2 

FIBRE SPACING (RELATIVE TO FIBRE 2 RADIUS) 

Fig.10 - Coupling Losses as a Function of 
Fibre Spacing, Offset and 
Excitation Conditions (~ = 2). 

4. CONCLUSION 

A method for calculating launching and 
coup I ing efficiencies between source and fibre or 
between fibres based on a straightforward geo­ 
metrical analysis has been described. Using this 
approach it is possible to assess the individual 
or combined effects of arbitrary variations in 
most of the source and fibre parameters I i ke I y 
to occur in practical coup I ing situations. It 
has been demonstrated, for example, that for a 
near field power distribution concentrated to­ 
wards the centre of the fibre (as might be ex­ 
pected due to mode mixing or partial excitation) 
the coup I i ng I osses can be I ess than ha It the 
value (in dB) which would result it all modes 
were equally excited. Further the effects of 
diameter variations at joints is significantly 
less for this form of intensity distribution. 

Another interesting result suggests that the 
coup I ing efficiency between a stripe geometry 
injection laser (of the dimensions I ikely to be 
used in. fibre systems) and an arbitrary profile 
fibre may be able to be calcul~ted sufficiently 
accurately by assuming a symmetrical source 
having the near-field characteristics appropriate 
to the plane of the junction and the far-field 
characteristics appropriate to a plane perpen­ 
dicular to the junction. 
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Transient Events in Phase-Locked Loops 
J. L. PARK 
Telecom Australia Research Laboratories 

In order to make the best use of phase-locked loops it is important 
to have a design oriented understanding of them. This paper investigates 
the validity of a piecewise-linearized model of the phase-locked loop 
with a sinusoidal phase comparator. The model under consideration was 
proposed by Badcock to emble investigation of the perfoY'!71ance of the 
phase-locked loop near threshold. 

Results of practical measurements of loss-of-lock rates are given 
and compared with those predicted by the model. It is shown that by 
appropriate methods of analysis the model can yield acceptable loss-of­ 
lock rate predictions over a wide range of input sigml-to-noise ratio 
and loop bandwidth. 

1. INTRODUCTION 

The exact analysis of the response of a 
phase-locked loop to a noisy signal has been 
achieved only for a I imited case: a loop with no 
filtering and an unmodulated carrier plus white 
noise input. Practical loops generally incor­ 
porate loop filters and are often preceded by 
band-pass filters. The difficulties of analysis 
can be attributed to the combination of an 
instantaneous non-I inearity and energy-storage 
elements in the feedback loop. An extensive I ist 
of references has been provided by Badcock 
CRef. 1). 

Equations can be written describing the 
operation of the phase-locked loop, but in 
general these equations have evaded solution. 
The nature of the solution is fairly wel I under­ 
stood. The differences between loops of varying 
complexity are mainly quantitative, rather than 
qua I itative. Second order phase-locked loops 
are most widely used in practice while higher­ 
order loops are less widely used. Quite a 
number of approximate results have been obtained 
for second-order loops. 

Badcock (Ref.1) proposed a piecewise-I inear 
approximation of the non[ inear element in the 
phase-locked loop. He split the operation of 
the phase-locked loop up into four regions and 
then analysed it in the various regions using 
the results from one region to obtain boundary 
conditions for the next. Badcock was able to 
produce theoretical curves of the expected loss­ 
of-lock rate of the voltage-control led osci I 1- 
ator (VCO) in the loop with respect to the ~nput 
signal for various bandwidths of input noise. 

In performing his calculations, Badcock made 
several assumptions regarding the spectra of the 
noise components, the possibility of multiple 
loss-of-lock and the conditions necessary during 
a transient event for loss-of-lock to occur. 

This paper presents the results of an in- 

vestigation leading to improvements in the pro­ 
posed model of the phase-locked loop. Practical 
measurements of loss-of-lock rates were obtained 
for various loop bandwidths and are compared 
with those estimated using the original and im­ 
proved models. 

2. BADCOCK'S MODEL 

Badcock considered a phase-locked loop as 
shown in Fig 1. The phase comparator was assumed 
to contribute a sinusoidal non-linearity. In 
order to facilitate the treatment of noise in the 
phase-locked loop, it is desirable that the non­ 

I inear element be I inearized. However, it can be 
shown that a single I inear approximation is not 
satisfactory for investigations of the loop 
operation near threshold since it is based on the 
very assumptions which are violated near 
threshold, i.e. of high signal-to-noise ratio and 

I inear operation of the loop. 

BAND-PASS 
FILTER 

Fig.1 

LOW-PASS 
FILTER 

1(1) 

vco 

Phase-locked Loop. 

In the piecewise-I inear model the range 

- ¾ ~ 0 ~ 7 f, where 0 is the phase difference 

between the VCO and input signals, (with phases 
of 02 and 01, respectively), is broken up into 

four regions, in which the fol lowing approxi­ 
mations are made for the sinusoidal non- 
Ii nearity. 
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Region Range of 0 
(radians) 

1T 1T -4<8:;:4 

2 1T 31T 4 < 0:;: 4 

3 
37T 51T 4<8:::4 

4 51T 71T 4 < 0 l, 4 

This is illustrated in Fig 2. 

Approximation 
for sin 0 

0 

1T - 0 

-1 

-1 

n 
2 

n ,n 
2 

Fig.2 Approximation to sin(e). 

When 0 is outside the range-; to 7: radians 

it is brought within the range by adding or sub­ 
tracting integral multiples of 21r radians. When 
0 I ies in region 1, the model is said to be in 
state 1, and so on. 

Badcock investigated the response of the 
piecewise-I inear model to a noisy input. He 
resolved the input noise into c-omponents in­ 
phase and in-quadrature with the VCO waveform, 
this being a convenient reference. He then 
used the spectral densities of the resolved com­ 
ponents and the differential equations for the 
piecewise-I inear model to find the variance of 

the VCO phase, 02(t), in region l (-: < 0 < ¾ 
radians). Hence the frequency of transitions to 
region 2 was found, assuming region 1 to be the 
normal, or equilibrium state. 

The piecewise-I inear model was then analysed 

in region 2, <¾ < 0 < 3: radians). It was 

assumed that if 0(t) entered region 3, 
37T 51T • 

<4 < 0 < 4 radians) then loss-of-lock would 

occur. Hence the expected loss-of-lock rate was 
calculated. 

It was found necessary to assume some form 
of pre-I oop f i I ter i ng in order to make the 
analysis possible. This does not imply that pre­ 
loop filtering is necessary in the physical 
phase-locked loop. In any case, some form of pre­ 
loop filtering is generally used to restrict.the 
range of the phase comparator. 

2.1 Assumptions Associated with the Piecewise­ 
linear Model 

(i) It was assumed that the spectra of the 
input noise as resolved into quadrature 
components with respect to the VCO 
waveform were of the same shape as the 
components of the input noise as re­ 
solved with respect to the input 
carrier waveform. However, the VCO is 
not of fixed frequency - it responds to 
some extent to the resultant of the in­ 
put carrier and added input noise. 
Hence the spectra wi I I not be as 
assumed. 

(ii) It was assumed that when 0(t) entered 
region 3, that is, became greater than 
3:, a loss-of-lock event would in­ 

evitably occur. This assumption is in­ 
valid. 0(t) can, in fact, enter some 
distance into region 3 and still not 
result in loss-of-lock. 

(iii) It was assumed that multiple loss-of­ 
lock events would not be signigicant. 

3. RESOLVED COMPONENTS OF THE INPUT NOISE 

3.1 Outline 

In order to improve Badcock's analysis of the 
piece-wise-I inear phase-locked loop, it is 
necessary to obtain information about the com­ 
ponents of the input noise as resolved with 
respect to the VCO waveform. The spectra of 
these components are a starting point in the 
analysis and, as wi 11 be shown, can have a sub­ 
stantial effect on the expected loss-of-lock 
rate. An exact analysis of these spectra is not 
available since this would involve an exact 
solution for the dynamics of the phase-locked 
loop which has not, as has previously been noted, 
been performed to date. 

A possible method of analysis is to use the 
I inear model of the phase-locked loop to cal­ 
culate the spectra of the resolved components. 
To these spectra it would then be necessary to 
add a component to account for the presence of 
loss-of-lock events. Rice (Ref 2) has used a 
similar procedure for this type of analysis. Such 
calculations are very difficult without speci­ 
fying particular forms for the input noise and 
loop characteristics. 

3.2 Heuristic Treatment of the Noise Components 

An intuitive idea of the shape of the 
spectra can be obtained by considering the phys­ 
ical behaviour of the phase-locked loop. Let us 
define the "loop bandwidth" as the equivalent 
rectangular bandwidth of the I inearized system. 

Further, let us define the "input signal-to­ 
noise ratio" as the signal-to-noise ratio 
measured after the pre-loop filter but before the 
input to the phase-locked loop. The total input 
signal to the phase-locked loop is the resultant 
of the input noise and the carrier. The feedback 
mechanism of the phase-locked loop attempts to 
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phase-lock the VCO and input signals. The speed 
of response of the phase-locked loop is I imited 
since the loop transfer function 0

2
(S)/0

1
(S) is 

low-pass. Hence, the VCO can follow the low 
frequency components of the noise (as compared 
with the input carrier frequency) more easily 
than the high frequency components. 

Consider the input noise as resolved into 
components in-phase, p1 (t), and in~quadrature, 
q1(t), with the VCO waveform. Since the VCO is 

able to fol low the low frequency components of 
the input noise more easily than the high fre­ 
quency components, the low frequency content of 
p1(t) and q1 (t) wi I I be less than for the com- 

ponents, p(t) and q(t), resolved with respect to 
the input carrier frequency. This may be summar­ 
ized as fol lows: 

( i) If Wq (w), the spectrum of the input 
noise as resolved with respect to the 
input carrier, is very broad compared 
with G(w), the loop bandwidth, then the 
VCO phase wi I I not vary significantly 
in response to the noise and Wq1 (w) 
wil I be similar to Wq(w). 

(ii) If Wq(w) is very narrow compared with 
G(w), the VCO phase wil I vary due to 
the noise over the whole bandwidth of 
Wq(w). Hence, Wq

1 
(w) wi 11 have shape 

and bandwidth similar to Wq(w) but of 
reduced magnitude. 

(iii) For cases intermediate between (i) and 
(ii) above, a significant amount of 
power wi I I be removed from the lower 
frequency portion of Wq(w) to give 
Wq1(w) but substantially less than from 

the high frequency portion. Hence 
Wq1Cw) wi I I have a broader spectrum 

than Wq(w). 

(iv) Loss-of-lock events contribute to 
further widening of the spectrum since, 
being basically impulsive events, they 
add a white component to the noise. The 
widening wi I I be most pronounced when 
the input bandwidth is smal I compared 
with the loop bandwidth, given a 
constant total noise power, since the 
number of loss-of-lock events is 
greatest under this condition. 

3.3 Experimental Measurement of the Power 
Spectral Densities of p1(t) and q1(t) 

Representative, as distinct from compre­ 
hensive, results were sought. Obtaining compre­ 
hensive sets of results would involve varying 
each parameter, in succession, through its ful I 
range. This would be very time consuming and 
tedious due to the large number of parameters 
involved. With this in mind, results were-sought 
near threshold, an area of major interest, and 
at several higher values of s.ignal-to-noise 
ratio. 

Figures 3, 4, 5, 6 and 7 show the measured 
spectra of the components of the input noise 
p
1 

(t) and q
1
(t) for various values of R, the 

ratio of pre-loop filter equivalent low-pass 
bandwidth to phase-locked loop equivalent low­ 
pass bandwidth. The curves are plotted for 
various values of the signal-to-noise ratio 
measured after the pre-loop filter. 

The plots have been magnitude scaled by 
dividing by the magnitude when resolved with 
respect to the carrier waveform. The filter band­ 
widths' have been norma I i zed to 1 . These p I ots 
show the portions of the spectra attenuated by 
the resolution with respect to the VCO waveform 
compared with a resolution with respect to the 
input carrier waveform. 

Will 
Wq(I) 

------+------,--,• R ~ oo --+-----------1----------+-----------t 

~~.:- --.:-- 

FREQUENCY 

Fig.3 Spectra of W (f) SIN 
ql 

-3dB. 
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W(II 
Wq(I) 

f---·~ 

FREQUENCY 

Fig.4 Spectra of W (f) 81N = +ldB. 
ql 

Will 

Wq(I) 

FREQUENCY 

Fig.5 Spectra of W (f) SIN= +?dB 
ql 

Will 

Wp(f) 

FREQUENCY 

Fig. 6 -3dB. 
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W(I) 

Wp(I) 

=-~::::--- - - - ~- 
FREQUENCY 

Fig.? Spectra of W (f) 5; = +?dB. p1 N 

Figure 8 gives a plot of points from Figs.3 
to 7 tor zero frequency. This enables an easy 
comparison of the attenuation at this frequency. 

It can be seen that it R is greater than 1 
and, increases, then the spectra Wp1(w) and 

Wq1(wl become more similar to Wp(wl and Wq(wl, 

both in magnitude and shape. Also, it can be seen 
that it R is less than 1 and decreases, the shape 
of the spectra Wp1 (w) and Wq1 (w) become similar 

to that of Wp(wl and Wq(wl but of reduced mag­ 
nitude. When R is of the order of 1 the spectra 
Wp1(wl and Wq1(w) are seen to be broader than 

Wp(w) and Wq(w). Wp
1
(w) and Wq

1
(w) are seen to 

have significantly less power in the low fre­ 
quency area than Wp(wl and Wq(w). 

The contribution to the spectra from loss­ 
of-lock events can be seen from Figs.3 and 6. It 
can be seen that for R < 1 the tai Is of the 

spectra are of a greater magnitude than expected 
in the absence of loss-of-lock events. They are 
of the form which would be obtained upon adding 
a component of wideband noise, such as loss-of­ 
iock events. It can be seen, particularly from 
Fig.8, that the magnitudes of Wp

1
(wl and Wq1(wl 

are much closer to the magnitudes of Wp(w) and 
Wq(w) for higher signal-to-noise ratios. 

Generally, the results are as predicted 
previously. 

4. ANALYSIS OF THE PHASE-LOCKED LOOP PIECEWISE­ 
LINEAR MODEL 

The analysis of the piecewise-I inear model 
of the phase-locked loop by Badcock (Ref.1) may 
be extended using the actual spectra of p

1 
(t) 

and ~1 (t). To this end, it is of value to out- 

I ine the calculations performed in this analysis. 

..'H!hlQJ__ 
Wp(O) 
and 
~ 
Wq(O) 

E> 

x--~ 
2+-----------+----------t----- 

X 

X QUAD. COMPONENT S/N = -3dB 
I QUAD SIN= -1dB -i- 

+ QUAD S/N = +?dB 

El IN-PHASE " SIN= -3dB 

0 IN-PHASE S/N = + ?dB 

W (0) w (0) 

Fig.8 P1 AND ql 
W (0) W (0) 
p q 
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It can be shown (Ref.3) pp.426-8 or (Ref.4) 
p.193, that the expected number of upwards 
crossings per second of a level µ

0 
by a station- 

ary random gaussian process u(tl, of zero mean 
and one-sided power spectral density Wu(wl is 

1~ ( ;~: 2 ) E(ul = - - exp 2TT b 
0 

where 

b ·f W (wldw 
0 u 

and 

b2 ·f w2W (wldw 
u 

(1) 

(2) 
Taking the time origin at the instant of 

entry, the deterministic component is 

2 (6) 
02d(t) = -Kt + w t + ~ 

(3) 2-r o 4 

b
0 

can be seen to be the variance of u(tl and b2 
the variance of the derivative of u(tl. 

The frequency and velocity with which the VCO 
phase 02(tl exceeds f radians is required for the 

phase-locked loop model. 

In state 1 of the model the one sided spec­ 
tral density of e2<tl is, for a second-order 
loop: 

we (wl = 1 + w2 2 w (w) 2 2 T q1 
+ ~ 2 2 4 ~- 

2 Cw s - 1) + ~ A
2 

w 4 
n w n 

where K = gain constant of the loop. 

The solution of equation (5) contains a de­ 
terministic component and a Gaussian random, non­ 
stationary, component. Although the velocity of 

entry into region 2, de21 is random 
dt upon entry' ' 

it is convenient to include this in the deter­ 
ministic component because it is a boundary con­ 
dition whose probabi I ity distribution is a con­ 
sequence of state 1 bahaviour. 

Because the initial velocity has been in­ 
cluded here, the initial velocity of the random 
component (as well as the initial value) must 
be zero. Badcock investigated various non­ 
stationary processes and obtained the covariance 
function of the random process arising from the 
last two terms of equation (5), where q1Ctl was 

assumed to arise from single-pole filtering of 
white Gaussian noise and the initial slope was 
constrained to zero. 

It can be shown (Ref.1),(pp 207-218) that 
the probability of an upwards exit can be looked 
upon as the consequence of an artificial Gaussian 
random error in w

0
, the remainder of the tra- 

jectory being assumed to be deterministic. That 
is, assume the initial velocity is 

(7) 

(4) 

where A= input signal I eve! 

~ = loop damping factor 

-r = time constant of the loop zero. 

w = natura I frequency (radians). n 

It is evident from this equation that b
2
, 

(equation 3), wil I not be finite unless Wq
1
(w) 

is low-pass at least to the extent of being 
shaped by a single pole. 

Once the model has entered state 2 the 
question is whether it leaves by entering 
state 3 or returning to state 1. 

In state 2, the model is described by 

where y is Gaussian with zero mean and a variance 
of cr. The peak of a deterministic trajectory 

y 
with some given value of w is 

0 2 max 

which must be greater than ~TT for an upwards exit 

to occur. Thus the probabi I ity of upwards exit 
given w is 

0 

w -fir 

[
2 TT]fo-1 

p ~ > 2 = J 2TTOY 

2 
.:i!.+~ 
4 2 (8) 

(9) 

ie 
T 2 
i< . dt2 

q1 T 
-1 +A+ A (5) 

The problem is to find the value of cr for y 
any particular set of loop parameters. This can 

18 A.T.R. Vol. 11 No. 3, 1977 



Transients in Phase-Locked Loops 

be fairly easily done for any I ikely form of loop 
filter using the covariance function of the 
random ~rocess arising from the last two terms of 
equation (5) (Ref.1, pp.220-225). 

The expected number of entries into region 2 
from region 1, the probabi I ity density for the 
velocity of entry and the probabi I ity of upwards 
exit from region 2 for any w

0 
can now be com- 

bined to give the expected number of entries into 
region 3. 

Assuming that each entry into region 3 
results in a loss-of-lock event, and al lowing 
for clockwise as wel I as anticlockwise phase ro­ 
tations, the expected number of loss-of-lock 
events per second is: 

N 

·f 
0 

exp 

2] - ( ¾ l 
exp t ~ 

dudw
0 

( 10) 10- 

r-------~--~-~---~--~~~---~-~-~ 
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Figure 9 gives plots of the expected fre­ 
quency of loss-of-lock events for various band­ 
widths of the pre-loop filter and various values 

Wq (o) . ot 1 , ( the magn I tude of the reso I ved corn- -;,z 
ponent of noise at zero frequency). These plots 
were derived using equation (10). A curve derived 
from Smith (Ref.5) and modified by Badcock is 
also shown, for comparison. 
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Fig.10 - Expected frequency of Zoss-of-Zock 
events - measured results. 

Figure 10 gives plots of the measured loss­ 
of-lock rate from the experimental model used in 
the irwestigations. 

Comparing the predicted results using 
Badcock's model and the measured results it can 
be seen that the results predicted are pessi­ 
mistic. For large values of R, say R>5, the pre­ 
dicted and measured results are in good agree­ 
ment. As R decreases the measured results become 
an increasingly smaller proportion of the pre­ 
dicted results. The extent of the discrepancy 
is, however, not so large as to render the model 
unworkab I e . 

. 01 
Wq ('.:!1 10 

Fig.9 Expected frequency of Zoss-of-Zock 
events. CaZcuZated_resuZts using 
w (f). q 

5. USE OF THE SPECTRA OF p11t) ANO q11tl 

It was shown in section 3 that the spectrum 
of q1 (t) may be quite different from that of 

A.T.R. Vol. J J No. 3, 1977 19 



Transients in Phase-Locked Loops 

q(t). This section is concerned with the improve­ 
ment in accuracy of the predicted loss-of-lock 
rate available by using the actual spectrum of 
q1(t) in Badcock's model. 

The parameters of q1(t) used in the initial 

calculations were Wq1(o) and the half power band­ 

width, assuming that the spectra were shaped by a 
single pole. The parameters of Wq1(w) were taken 

to be identical to those of Wq(w) which were 
known. 

A simple improvement for the calculation of 
expected loss-of-lock rate is to use the measured 
values of Wq1(ol and half power bandwidth, still 

assuming shaping by a single pole. Figure 11 
gives plots of the expected loss-of-lock rate 
using this technique. Comparing these results 
with those measured and those calculated using 
Badcock's method it can be seen that: 

(il The expected loss-of-lock rates from 
al I these methods are very similar for 
R>>l. 

(ii l For R<<l the predictions using the 
measured parameters of q1 (t) are in 
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Fig.11 - Expected frequency of loss-of-lock 
events - calculated results using 
w (f). 
ql 
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good agreement with those measured. 
Both these rates are substantially 
different from predictions using 
Badcock's method. 

(iii) For R~l the expected loss-of-lock rates 
using either method of prediction are In 
error by a significant amount. 

As shown in section 3, the shape of the 
spectrum of q

1
(t) is very similar to that of q(t) 

for R>>1 or R<<l but markedly different for R~l. 
Consequently the single pole representation for 
the spectrum of q1(t) is not sufficiently 

accurate for R~1. 

A method for improving the estimate of loss­ 
of-iock rate using the measured values of Wq1 (w) 

is as fol lows: 

(i) Graphically integrate the difference 
between the plot of Wq1 (wl and the plot 

for a single pole rol 1-off filter. 

(ii) Subtract this area from the equivalent 
rectangular filter for the single pole 
case. 

(iii) Hence, obtain the equivalent rectangular 
filter for Wq

1
(w), having the same value 

at w = o and the same area. 

(iv) Obtain the equivalent bandwidth of the 
single pole filter of best fit. 

(v) Apply these parameters to equation 10 
to obtain an estimate of the loss-of­ 
lock rate. 

Results of such calculations are given in Table 1 

TABLE 1 Loss-of-lock Rate. 

R W (ol Cailculated Measured 
_JL_ loss-of-lock loss-of- lock 
A2 rate rate 

.395 .025 .03 

. 157 .0034 .003 

.0394 
-8 ~ 3 X 10-8 3.4 X 10 

.5 .79 .02 .025 

. 5 .314 .009 .008 

. 5 .079 7 X 10-6 ~,o-6 

5.1 Comparison of Predicted and Measured Loss­ 
of-Lock Rates 

It can be seen that the calculated and 
measured loss-of-lock rates are in good agreement 
and warrant the use of this method when R~1. 
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Objections to this method are: 

(a) Knowledge of Wq1(w) I~ needed. ~ 

(b) Effects of multiple loss-of-lock and 
region 3 behaviour have been neglected 
in the analysis. 

It should be noted that it has been assumed 
that if 0 should pass through region 3 into 
region 4 then a loss-of-lock event does occur. 
This assumption was tested experimentally by 
measuring the number of times 0 entered region 4 
and then returned to region 1 via region 3. The 
resu Its, a I though not extensive, indicated that 10-' 
the expected frequency of these transient events 
was at least two orders of magnitude lower than 
for complete rotations. Hence the assumption is 
va Ii d. 

6. REGION 3 BEHAVIOUR AND MULTIPLE LOSS-OF-LOCK 10-' 

Experimental results of the probabi I ity of 
region 4 exit, given entry into region 3, are 
plotted in Fig.12. 

T~ese results show that the probabi I ity of 
region 4 exit given entry into region 3 is rel- 

atively constant as Rand Wgio) change. This 

would possibly justify assu~ing that a simple 
multiplying factor may be used to al low for 
region 3 behaviour. 

It was assumed in the previous analysis that 
multiple loss-of-lock did not occur. Multiple 
loss-of-lock can occur when the rate of change 
of e2(t) after a loss-of-lock event is such that 

the loop feedback system has insufficient time 
to reduce this rate of change to zero before 
02(t) exceeds~ radians. 

Figure 13 shows plots of the experimentally 
measured multiple loss-of-lock rate. A multiple 
loss-of-lock event is defined as a loss-of-lock 
event occurring within a time interval, 

01 
Wq (?),.;, 10 

Fig.13 - Expected frequency of loss-of-lock 
events - rrr~ltiple events. 

~t = 1/loop bandwidth, of a previous loss-of-lock 
event as per Ridgway (Ref.6). 

The plots, a I though not extensive, indicate 
that the number of multiple loss-of-lock events 
fo I I ow the same trends as for sing I e events. It 

,----· ---------- ----,-------------~---,--------------,--- -------~---- 

1 t-----------+---- 
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Fig.12 - Probability of region 4 exit given 
region 3 entry - measured results. 
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can be seen that the ratio ot multiple events to 
total events is of the order of 0.3. 

It can be seen that treating both the 
effects of region 3 behaviour and multiple loss­ 
of-lock as constant multiplicative factors 
results in the effects of these factors very 
nearly cancel I ing tor the cases under inves­ 
tigation. 

7. CONCLUSION 

It has been found that the piecewise-I inear 
model tor the phase-locked loop proposed by 
Badcock can yield acceptably accurate predictions 
of loss-of-lock rate if allowance is made for the 
shape and magnitude of the noise spectra used in 
the calculations. 

It has been shown that the model can be con­ 
sidered in three parts: 

Ca) The input bandwidth much greater than 
the loop bandwidth. 

(b) The input bandwidth much less than the 
loop bandwidth. 

(c) The input and loop bandwidth comparable. 

For (a), the assumption, that the noise as 
resolved with respect to the VCO has the same 
spectrum as when resolved with respect to the 
input waveform, is satisfactory and yields 
accurate predictions of the loss-of-lock rate. 
This assumption is not satisfactory for (b) and 
Cc) since the discrepancy between predicted and 
measured results is too great. 

For (b) and (cl it has been shown that using 
the spectra of the noise as resolved with 
respect to the VCO, instead of with respect to 
the input carrier, can yield accurate loss-of­ 
lock rate predictions. For (b) the process is 
simple since. these spectra are of asimilar shape 
but of different magnitudes. For Cc) the spectra 
are not of the same shape. The method proposed by 
the author involves finding the best tit single 
pole curve for the spectrum of the noise resolved 
with respect to the VCO and using the parameters 
of this curve in the calculations. 

Practical measurement showed that errors in 
the analysis tor the behaviour of the loops with 
large phase errors (of the order of rr radians) 
and for multiple loss-of-lock events contributed 

approximately equally and oppositely to the loss­ 
of-lock rate, for the system considered, and it 
was possible to ignore these effects in the com­ 
parison of predicted and measured loss-of-lock 
rates. 

At present, both practical and analytical 
work indicate that the piecewise-I inearization 
has an insignificant effect upon the accuracy of 
the calculations. It seems that inaccuracies 
occur because of the method of analysing the 
model and it is in this area that improvements 
can be made, both in accuracy and in ease of 
application of the analysis. 
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The Effect of the Ionosphere on the Phase of Standard 
Frequency Transmissions 

K. H. JOYNER 
L. C. BUTCHER 
Division of Theoretical and Space Physics, 
La Trohe Universitv, 
Bundoora. Victoria: 

Standard frequency signals in the high frequency radio band are 
noY'l11ally transmitted with very high accuracy. The received phase sta­ 
bility of such signals when propagated over any significant distance is, 
however, degraded by a number of effects peculiar to the dynamics of the 
ionosphere. This paper presents the results of phase measurements made 
on two standard frequency signals over short distances, discusses the 
parameters contributing to received phase instability and suggests tech­ 
niques for identifying and removing such instabilities from phase 
measurements. The paper concludes with a discussion of a propagation 
time delay measurement technique which will be the basis of later work. 

1. INTRODUCTION 

Over the years, frequency and time infor­ 
mation has been disseminated by CW radio trans­ 
missions (in the frequency range 2.5 - 25 MHz) 
which are locked to highly stable local osci I 1- 
ators. The shortcoming of this method of dissem­ 
inating the information is that for signals to be 
propagated over any significant distance, propa­ 
gation has to be via the ionosphere, and due to 
many dynamical processes occurring therein, the 
phase stabi I ity and accuracy associated with the 
signal becomes degraded. As the frequency stan­ 
dards have become better and better, so the 
effect of the ionosphere has become more impor­ 
tant. In general the difference in frequency and 
phase between an oscillator and a signal derived 
from a second osci I lator (which was originally 
synchronized with the first) which has been prop­ 
agated via the ionosphere and compared with that 
oscillator is much less due to oscillator insta­ 
bi I ity than it is to ionospheric effects. The 
ionospheric effects arise, in the simplest case, 
due to motion of the reflecting layer (giving a 
frequency (Doppler) shift) and due to refractive 
index changes along the path of the radio wave. 
The size of the ionospheric effect is known to 
vary with many parameters, e.g. time in the sun­ 
spot cycle, season, time of day and propagation 
distance. 

At a given time of the day, not al I the fre­ 
quencies transmitted in the range 2.5 - 25 MHz 
get reflected from the ionosphere. For a receiver 
close to the transmitting source the higher fre­ 
quencies penetrate the ionosphere near vertical 
incidence. But at a given location outside the 
skip zone (a zone outside which the ground wave 
is too weak to be received) better reception may 
be obtained on some frequencies than others. 
Hence several standard frequencies are usually 
transmitted from the same location in the hope 

that at least one signal may be received in any 
given location. 

In this paper we discuss the results of meas­ 
urements made on two transmissions (frequencies 
2.5 and 4.5 MHz) both propagated via the ionos­ 
phere over short distances (approximately 50 km 
ground distance between transmitter and receiver). 
The measurements made were the changes in phase 
of the ref I ected wave compared to a I oca I osc i I 1- 
ator. We have monitored this change in the day­ 
time for the 2.5 MHz signal, and the nighttime 
for the 4.5 MHz signal, for several months. From 
these measurements the effect of various dynam­ 
ical ionospheric processes is estimated as a 
function of time of day, etc .. From such an anal­ 
ysis it is possible to either al low for or el i m­ 
lnate the ionospheric effects with some rel ia- 
b i I i ty at certain parts of the day and hence 
compare the two standards to a given accuracy 
with greater confidence than before. 

The 4.5 MHz transmission is one of Telecom 
Austral ia1s standard frequency transmissions, 
ca l I sign VNG. The 2.5 MHz signal is derived from 
the VNG master osc i I I ator and has the qua I i ty of 
a standard frequency transmission. It is of low 
power and is used only for experimental purposes. 
The carrier frequencies as transmitted remain 

within 1 part in 1010 of their nominal value. 

2. EXPERIMENTAL TECHNIQUE 

2.1 Propagation Mcdes 

The 2.5 ~Hz signal ~as transmitted from 
Lyndhurst (38 031S, 145 161E) by Telecom 
Australia during the daytime (0900 - 1800 EST) 
and was received at La Trobe University 
(37° 43.51S, 145° 031E) for a period of 9 months- 
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a ground distance of approximately 50 km. During 
the daytime this ~ignal is a one hop-transmission 
and is reflected from the E-region of the ionos­ 
phere (near 100 km altitude). The 4.5 MHz signal 
is also transmitted from Lyndhurst and was re­ 
ceived also at La Trobe over a period of approx­ 
imately 9 months. This signal is only transmitted 
at night (1945 - 0730 EST) and generally is an 
F-region reflection (probably from about 250 km). 
However there are times when this signal is re­ 
flected from sporadic E layers (Es) and others 

when the signal is also returned from the ionos­ 
phere when the critical (i.e. penetration) fre­ 
quency of the ionosphere is below 4.5 MHz (or 
more precisely when the parameter f x I - defined 
as the highest frequency for which F-region re­ 
flections are recorded, independent of whether 
they are from vertical or oblique incidence 
(Ref.1) fal Is below 4.5 MH~. Under this latter 
situation one would not expect the ionosphere to 
return any 4.5 MHz signal by a normal reflection 
and this situation wi I I be discussed separately. 

2.2 Receiver Arrangements 

The parameter measured was the change in 
phase of the ionospherical ly reflected signal 
relative to a local stable osci I lator at the re­ 
ceiving site. The offset and drift of the local 
osci I lator at La Trobe could be measured daily 
since a 1 KHz signal derived from Telecom 
Austra I la's standard frequency instal I at ion was 
received at La Trobe by telephone I ine, and 
therefore could either be eliminated from the 
measurements or used to check the accuracy of 
the offset deduced. Both the 2.5 and 4.5 MHz 
signals were received using tuned loops as 
aerials. The advantage of such aerials is that 
with the plane of the loops vertical, I ittle, if 
any, ground wave present wou Id be induced in 
them, since the transmitting aerials were hori­ 
zontal dipoles and the~ vector of the ground 
wave would be vertical. 

3. DAYTIME PROPAGATION 

3.1 Phase Measuring System 

Since the 2.5 MHz signal is reflected from 
the E-'region the changes in phase measured are 
relatively slow and regular and so the method of 
measurement used was a mechanical phase locked 
servo-loop. This system has been described in 
deta i I e I sewhere (Ref. 2). Br i et I y, an output 
signal of 100 kHz is obtained from the receiver 
and phase detected against a 100 kHz signal de­ 
rived from the local osci I lator. The output of 
the phase detector is amp I ified and drives a 
smal I D.C. servo motor. After appropriate gear­ 
ing this motor drives one side of a differential 
gearbox. The other side of this gearbox is driven 
by a synchronous motor which also derives its 
driving signal from the local standard. The off­ 
set of the D.C. amp I ifier is set such that in 
the quiescent state, i.e. zero output from the 
phase detector, the speeds of the two motors at 
the differential gearbox are equal and opposite 
so that the output of the differential gearbox 
is stationary. The output of the differential 
gearbox drives a magslip - whose outer coils are 
excited at 100 kHz derived from the local stan­ 
dard - and the mags Ii p output is used as the 
standard tor the phase detector. Thus as the 

phase of the receiver output changes, the D.C. 
motor rotates taster or slower - depending on 
whether the phase is changing positive or nega­ 
tive relative to the local standard - causing 
the centre element of the magsl ip to rotate in 
such a way as to reduce the phase difference be­ 
tween the I oca I osc i I I a tor and receiver output 
signals. In fact if there is a constant smal I 
frequency difference 6f between the received and 
local osci I lator signals, the magsl ip rotates at 
a constant rate 6f. By counting the number of 
revolutions of the D.C. motor in a given time, 
in this case 5 minutes, using a disc on the 
shaft with a smal I hole in it, with a smal I 

I ight and photo eel I mounted on either side of 
the disc, the phase change occurring in that 
period may be measured. The number of revolu­ 
tions of the motor was counted digitally and 
printed onto paper tape, a I I synchronizing s i g­ 
na Is being derived from the local osci \ lator. By 
suitable gearing one count different to the qui­ 
escent state count was equivalent to a phase 
change of n/50 in the 100 kHz output. 

3.2 Phase Change Parameters 

In general the results were as might be 
expected for an E-region reflection. Elementary 
theory indicates that the true height of re­ 
flection of a frequency t is determined by a 
term governing the production of the region by 
solar radiation of the form 

( 1) 

where h is a constant 
0 

H is the scale height 

X is the solar zenith angle 

N is the electron density which re- 
fleeted the frequency f. 

For the near vertically reflected 2.5 MHz signal 

the variation of ~~ with time (X) wi 11 be smal I 

near the central part of the day (Ref.3) and so 
the last term in the bracket of equation (1) may 
be considered constant and included in the h 

0 

term. Thus we may re-write equation (1) as 

h' + Hf log sec X. 
of e 

(2) 

Besides this formation term, other pertur­ 
bations exist which change the phase of the 
transmitted wave with time either by changing 
the reflection height or the refractive index 
along the path by redistributing electrons. 
These take the form of changes caused 

(a) by the interaction with the earth's mag­ 
netic field of tidally induced currents 
associated with the solar, (S), and lunar 
(semi-diurnal), (L), magnetic variation 
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observed at the ground, and which flow in 
the E-region; 

(b) by internal gravity waves propagating in 
the E-region. These typically have a dom­ 
inant period in the E-r·egion phase data 
of about 5 minutes (Ref.4); 

(c) smal I scale irregularities in the ioniz­ 
ation and short I ived Es patches. 

Hence we may incorporate these effects into 
Equation (2) to give us the change in phase 6P 
in unit time (5 minutes in this case) of the 
form 

6P 2HftanX6X ± (6P)S ± (6P)L ± (6P) IRREGS 

± (6P)GRAVITY ± (6P)OFFSET (3) 
WAVES 

where we have assumed that h1 is constant, and 
of 

the symbol 6 indicates the changes taking place 
in a 5 minute period. (6P)OFFSET is the phase 

difference occuring in the 5 minute period due 
to the slight difference in the transmitting and 
receiving reference osci I lators. CThe factor 2 
appears since the wave traverses the medium 
twice - once on the way up and once down). It 
should also be noted that the term 
(6P)GRAVITY WAVES is not always present. (6P)S 
is present to a greater or lesser extent most of 
the time, although it is possible to select days 
when it is neg I igible. The term 2Hf tanx 6X is 

by far the largest for most of the day. Only in 
the two hour period centred on X = XMIN 

(or 6X = 0) is it possible usually for the other 
terms to dominate. Of these, at our latitudes 
(6P)S is the largest, when present, although 

(6P)IRREGS is unpredictable and can become sur­ 

prisingly large at any time. This is particu­ 
larly true it sporadic E is present moving in 
the horizontal or vertical direction. 

3.3 Discussion 

By observing the phase change 6P, the con­ 
tributions of the terms in equation (3) may be 
estimated and then eliminated which al lows the 
difference between the two osc i I I ators to be 
determined. Alternatively, a method of analysis 
may be used which eliminates some of the terms, 
while the contributions of others may bees­ 
timated. This latter method would appear to be 
most obvious, since the contributions of some 
terms may vary with time, place and conditions 
and it would therefore be advantageous to el im­ 
inate them; whi 1st others are known to a good 
approximation and probably do not vary apprec­ 
iably. The two easiest terms to eliminate are 
the terms (6P)GRAVITY WAVES and (2Hf tanX 6X). 
It is well known (see, for example, CRef.4)) 
that (6P)GRAVITY WAVES is both smal I and 
regular in period, when present. Since the period 
of these waves is approximately 5 minutes, the 
collection of data over five minute periods 
eliminates this term. 

The term 2Hf tanX 6X is the largest term 

contributing to 6P in equation (3). It may be 
determined by plotting tanX 6X versus 6P which 
shou Id render a straight I i ne the gradient of 
which gives a value of Hf. However, for a single 

day's data, a certain amount of scatter in the 
points - due to the other terms in equation (3) - 
make it difficult to get an accurate value of 
Hf. If a va I ue of Hf is obtained in this way, the 

value o; (6P)OFFSET obtained at a given time as 

(6P - 2Hf 6X tanX) will in general be in error 

by+ I (6P)S + (6P\ + (6P) IRREGSI since these 

terms are not determined or eliminated. However, 
since (6P)S only makes its presence felt near the 

central part of the day (Ref.5), its contribution 
may be eliminated by doing the calculation at a 
time away from one central part of the day. The 
terms (6P)L and (6P)IRREGS are difficult to 

eliminate, since (6P)IRREGS is a random component 

and, although the maximum value of (6P)L ex­ 

pected is approximately rr/2 radians/5 ~inute 
intervals (Ref.6), its actual contribution wi 11 
depend on lunar time. (It may be eliminated since 
(6P)L is periodic with a period of 12 lunar hours 

and has a maximum of rr/2 radians/5 minute inter­ 
vals occurring at about 1000 hours (lunar time)). 
If the average value of 6P at given times is 
taken over a 14-15 day period, the terms 
(6P)IRREGS and (6P\ are eliminated; (6P)IRREGS 
because the irregularities causing contributions 
to 6P occur more or less randomly and (6P)L 

because lunar time regresses at a rate of 50 
minutes per (solar) day. 

A plot of (6P)AV against the average tanX 6X 

for a 2 week period is shown in Fig.1. We see 
that outside the central part of the day, the 
points may be fitted by two straight I ines, one 
for the morning data and one for the afternoon 
data, each with different gradients, i.e. diff­ 
erent Hf s. (This effect has been reported and 

discussed before in Refs. 3 and 5). 

l\P 
(PER 
5 MINS) 

Fig.1 

2·15 NOV. 1973 

• 02 - 01 .01 .02 

TAN-Xl\X 

0900 1200 
E.S.T 

1500 

Average Phase Change in a 5 Minute 
Period (averaged over 2 weeks) 
Determined at 6X = 0 for 2.5 MHz. 
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The obvious deviations from the straight 
I ines are due to the effect of (6PJ5, which 

usually only makes its presence felt during the 
central part of the day. However its effect may 
be eliminated by measuring 6P where the straight 

I ine fit meets the tanx 6X = 0 line which gives 
(6P)OFFSET directly. Some inaccuracy arises due 

to the fact that X changes slowly over the two 
week period, but this wi 11 not affect the result 
significantly. Also, (6P)OFFSET calculated in 

this way is the average over a two week period. 
It one assumes that the local osci I lator is 
drifting at a I inear rate, then this average 
value corresponds to the offset applicable to the 
central day of the period. Hence repeating such 
an exercise using days 1-15, 2-16, 3-17, , 
etc. indicates the offset on days 8, 9, 10, . 
etc .. A plot of this offset against day number 
would then al low one to predict the offset of 
later days, assuming a constant drift rate of the 
offset. This may be seen in Fig.2 where the 
average of 6P is plotted against the offsets 
measured and the predicted offsets indicated by 
the I ine of best tit through those parts may be 
compared with the actual values measured daily. 
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-9 
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Predicted Puture Average Offset 
(straight line) Determined from One 
Months Measured Values(.) and the 
Actual Offset Measured Later (x) for 
2.5 MHz. 
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0900 1200 1500 
ES.I 

Phase Change in a 5 Minute Period 
(for a single day) Determined at 
6X = O for 2.5 MHz. 

It may be seen that the offset predicted by 
the I ine of best tit in Fig.2 is not drifting in 
the same direction as the actual measured values 
taken later. (This would appear to be due to a 
"jump" in our standard around November 30 
December 1 ). However, we see that even so the 
predicted values at a two week lag are sti 11 only 
in error by 2 parts in 109• Continual updating of 
the data would take account of the change in dir­ 
ection of the drift. This method is really only 
usetu I in the summer where the E-reg ion tends to 
behave fairly regularly. 

This method of cietermining 6P at tanx 6X = 0 
may also be used tor single days, as long as the 
scatter in the points is low enough for a I ine of 
best tit to be meaningful. An example is shown in 
Fig.3 and a plot of the error as a function of 
the day (when an offset could be determined in 
this way) is shown in Fig.4. Most determinations 
made in this way are also confined to the summer 
and give errors of up to approximately 5 parts 
in 109• 

A third, less tedious method involves el im­ 
inating the term 2Hf tanX 6X from equation (3). 

This may be done since the term is symmetrical 
about 6X = O (or at least approximately so if we 
take a smal I enough period when Hf may be 

8 
ERROR 

6 (PARTS 
4 IN 

10'1 
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10 15 20 
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25 

Measured Phase Error bet:ween the 
Received and Transmitted Signals 
Determined from the Daily Measurements 
at 6X = 0 during November 1973 for 
2.5 MHz. 

assumed constant). Thus adding al I the (6P)'s 
over a period of say one hour - halt hour each 
side of the 6X = 0 time - eliminates 
2Ht tanx 6X. This method is by far the simplest 

and gives fairly good results. This is seen from 
Fig.5 which plots the phase error (and stabi I ity) 
tor the whole period of observation. 
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Measured Phase Error bet~een the 
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Determined by Averaging the Phase 
Change over the Period 30 Minutes 
either Side of 6X = 0 for 2.5 MHz. 
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In this data the term (6P)L was not al lowed 

for (since it is a smal I term anyway) and hence 
the error represents 

+ (6P)S + (6P)IRREGS + (6P)L. From this data, we 

see that on 44% of occasions the offset error is 
less than 1 part in 109, and on 6% of occasions 
is greater than 1 part in 108. This error might 
be expected to be less over larger oblique paths. 
This improvement occurs due to two reasons. 

(a) The signal is reflected lower down in a more 

f . (dN . stable part o the E-reg1on dh 1s approx- 

imately constant with time). 

( b) The propagation angle i is greater and the 
change in the phase oPif of a signal propa- 

gated obliquely in the E-region at frequency 
t is related to the change in the phase 
6Potcosi on a signal transmitted vertically 

on the equivalent vertical frequency fcosi 
by the approximate relation (Ref.2) 

oPit = cosi 6Pofcosi" (4) 

This imp I ies that for any effect in the ionos­ 
phere that effects the phase, such as a height 
change of the layer, the change of phase wi 11 be 
smaller at larger values of the angle i. The 
further the receiver is from the transmitter, the 
larger i wi I I be. However, if the receiver is too 
far away, the propagation may be via a two hop 
mode. Although the above principles involved in 
measuring (6P)OFFSET should hold in this case 

also, the accuracy would probably be less, since 
the wave would have to transverse the ionosphere 
twice, and hence any effect on the phase would 
be doubled. Also i would be decreased. The other 
problem is that one may get a mixture of one and 
two hop propagation and this would make the 
analysis out I ined above difficult. Whether a one 
or two hop propagation dominates w i I I depend on 
the relative absorption along the two propagation 
paths, and this w i I I change as the e I ectron den­ 
sity profile changes (i.e. with time of day). 
However, it is fairly safe to say that a one hop 
mode wi 11 dominate up to a distance of approx­ 
imately 600-800 kms. 

4. NIGHTTIME PROPAGATION 

4. 1 Phase Measuring System 

With the 4.5 MHz transmission at night, 
propagation was via the F-region. The F-region 
at night is a lot more unstable than the 
E-region in the day, and the phase changes 
involved are too fast and variable to be meas­ 
ured in the manner used for the 2.5 MHz. 
Instead, the local 100 kHz was offset by 5 Hz 
and this was phase detected against the 100 kHz 
from the receiver, the result again being punched 
on paper tape every minute. This enabled positive 
and negative phase changes to be measured up to 
± 5 Hz, which was wel I within the range observed 
by other methods. 

4.2 Phase Change Parameters 

It should be noted at these frequencies, and 
particularly at night, two magnetoionic com­ 
ponents are propagated, the o-ray and thee-ray. 

Since each is propagated independently, the phase 
changes associated with each mode are different. 
Hence the two modes must be separated otherwise 
they wi 11 beat and spurious phase (and amp I itude) 
changes wi I I arise. The two modes are not a prob­ 
lem at 2.5 MHz since the relative amp I itudes of 
the two components is mainly determined by the 
non-deviative absorption, A, for the two modes 
which is given by 

where f 

fH is the gyrofrequency and is approx­ 

imately equal to 1 .5 MHz, and the+ and - sign 
refer to the o-ray and e-ray respectively. Hence 
we see that (A /A )2 5 

- 16:1 whereas e o . 
(A /A )4 5 

- 4:1. Since the two modes are e o . 
oppositely circularly polarized, either may be 
eliminated in the receiver system. The results 
presented here were obtained separately on both 
o- and e-rays. 

The equation that governs the change in 
phase in this case is of the form 

6P 

(5) 

is the frequency of propagation 

(6P)BULK 
CHANGES 

± (6P)GRAVITY 
WAVES 

± (6P)IRREGS ± (6P)OFFSET" (6) 

In this case (6P)BULK CHANGES includes changes 
caused by ionization variations along the ray 
path and vertical motions. It is a difficult term 
to eliminate as it is not regular. 

4.3 Discussion 

The first two terms in equation (6) may be 
very large and dominate. Their relative magni­ 
tudes may change during the night, but in general 
\6Pl8ULK CHANGES dominates most of the time. 
Also, both may be very variable, the gravity 
wave period being found to be anywhere in the 
range from a cut-off period around 15 minutes 
(the Brunt Va l sa l la period), to about 60 minutes. 
Also, the gravity wave contribution was found to 
be present to a greater or lesser extent on al­ 
most every night at least for part of the night. 
The size of (6P)GRAVITY WAVES was found to be 
related to the magnetic Kp index - since most are 
thought to have originated in the southern auro­ 
ral regions - and so the best nights to measure 
(6P)OFFSET are those when Kp is low. An example 

indicating the presence of the gravity wave com­ 
ponent is shown in Fig.6. The procedure again was 
to average the 6P' s over the period of an osc i I 1- 
at ion thus eliminating the gravity wave effect. 
In general this average was not zero, and the 
value gave 
(6P)OFFSET + (6P)BULK CHANGES+ (6P)IRREGS0 This 
error to (6P)OFFSET could be quite large and is 
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Phase Change in a 1 Minute Period for 
the 4.5 MHz Transmission as a Function 
of Time Indicating the Presence of 
Gravity Waves. 

difficult to eliminate. Using this method the 
errors in the measured offset were large. 

Using only data where a dominant gravity 
wave period was indicated through spectral anal­ 
ysis, the data was averaged over two of those 
periods centred on midnight. This was carried out 
for the four summer months of 1973-1974 (November 
- February) and it was found that a I! the days 
gave errors of less than 5 parts in 108 and 50% 
gave errors of less than 2 parts in 108• These 
results are not as good as the 2.5 MHz results, 
which is not surprising since the F-region is 
not as stable or regular as the E-region. There 
appears no simple way of reducing this large 
error at this stage. 

As mentroned earlier, sometimes the index 
F x I fel I below the frequency of transmission. 
In this case, signals were still received, al­ 
though their phases were quite unstable and 
jumped around. It was found that this mode of 
propagation was a scatter mode from irregular­ 
ities near the F-2 peak. This scatter mode is 
easily identified if amp I itude variations are 
monitored and the effect has been discussed in 
detai I (Ref.7). Of course, as the receiver dis­ 
tance is increased, the signal is propagated at 
a more oblique angle and f x I wi I I tend more 
to stay above the equivalent vertical frequency. 

5. TIME DELAY MEASUREMENTS 

The 4.5 MHz (and the 7.5 MHz and 12.5 MHz) 
transmission from Lyndhurst has a 1 kHz modu­ 
lation on it every second, 50 msec long, al­ 
though longer on the minute. This pulse may be 
used for time synchronization between receiving 
stations, although the pulse takes a variable 
time to reach receiving stations since it is 
propagated via the ionosphere. The time delay 
t is given by 

t P' 
C 

(7) 

where P' is the group path of the pulse and is 
given by 

P' = 2 f µ "dh (8) 

path 

and µ' is the group refractive index and depends 
in a very complex way on the electron density 
along the path (Ref.8). Because one does not 
know the exact time of transmission of the pulse, 
it is very difficult to measure the time delay 
correctly. The variation in time between con­ 
secutive pulses may be measured, but due to 
ionospheric effects such as fading, which causes 
the rise time of the pulse to vary, it is diffi­ 
cult to measure the variability in time between 
the pulses to any accuracy. 

It should be possible to improve the accur­ 
acy of measurement of P' over the path (i.e. t) 
or the error in the true interval 6t between the 
one second pulses received using a method based 
on that suggested by Whitehead and Malek (Ref.9). 
This method involves measuring the change in 
phase 6* with frequency of two waves propagated 
over the same path. It may easily be shown 
(Ref.9) that the group delay P' is given by 

p' = .s:__ M_ 
21r M (9) 

when 6f is the frequency interval over which 6* 
is measured 

t •( 10) 

and P' = et 

Since we may write 6* = 21rn + a then 

t ( 11) 

where n is an integer. We see that for f = lkHz 
(as is the case with double side band trans­ 
missions from Lyndhurst) then 

t a 
1000(n + 21T) µsees. 

We see that if we know t to within+ 500 µsees, 
then we may determine n and hence t. We see 
that a change in phase of 21r radians is equiva­ 
lent to a change in t of 1000 µsees. Therefore 
measurement of 6* to an accuracy of 21r/lOO rads 
al lows t to be measured to+ 10 µsees. 

Even if t is not known to within+ 500 µsees 
at least the error in the time between two con­ 
secutive one-second pulses may be determined. 
Since a phase change of 21r between consecutive 
one-second pulses is equivalent to a time diff­ 
erence of 1 msec, (wh i eh is very much I a rger over 
all practical paths) then the integer n would be 
the same for two measurements made one-second 
apart. Then 

at ) µsees 
2 

( 12) 

( 13) 

(We can see from equation (12) that in principle 
the larger 6f the more accurate we can measure t 
and At. However, we cannot increase 6f indef­ 
initely since equation (9) is only valid if the 
waves travel (approximately) the same path and 
also the larger 6f becomes the more difficult it 
is to determine n in equation (12) and it becomes 
more I ikely that n wi I I not be constant between 
successive pulses in determining 6t. However, a 
6f of up to about 10 kHz should be acceptable). 
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An experiment based on.the above principles 
to measure t is at present being bui It at 
La Trobe University and it is hoped to present 
results in the not too distant future. 
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The Calculation of the Power Spectral Density of 
24-Channel PCM Systems When in the Idle Condition 

B. M. SMITH 
Telecom Australia Research Laboratories 

In this paper an idealized model of the idling condition of a 
24-channel PCM system is presented and from this model the power spectral 
density of the line signal is derived. Knowledge of this power spectral 
density is recruired in systems st:udies of the penetration of PCM systems 
into junction cable routes and also in the calculation of the crosstalk 
interference of the PCM line signals into other services in the junction 
cable. The results indicate that when idling the power spectrum of the 
PCM signal is significantly more concentrated near its maximum value 
(which occurs close to half the line rate) than when carrying random 
digital signals. 

1. INTRODUCTION (D is the delay operator) and G(w) is the pulse 
shaper. The precoder operation is given by 

The use of primary level PCM systems on 
junction cable routes is one method of increasing 
the capacity of these routes. To efficiently plan 
the installation of such systems, information is 
required on how they interact with each other and 
with other services in the junction cable. One 
important parameter that determines this inter­ 
action is the power spectral density of the PCM 
signal and in this paper we consider the power 
spectral density when the PCM system is in the 
idling condition. Only 24-channel PCM systems are 
considered in this paper (Refs. 1 and 2). 

2. THE PCM LINE SIGNAL 

24-channel PCM systems use alternate-mark­ 
inversion (AMI) coding for the I ine transmission. 
In this code 'ones' are transmitted as pulses of 
alternating polarity while 'zeros' correspond to 
an absence of pulses. Although this description 
has great simplicity, we find an alternative des­ 
cription to be much more fruitful when deriving 
the properties of the transmitted signal. This 
alternative description treats the AMI signal as 
a form of partial response (PR) coding (Refs.3, 
4 and 5) where the digital stream is precoded 
before the PR coder and pulse shaper. For AMI 
coding, the method is shown in Fig. 1 where {an} 

is the input digital sequence, {bn} is the pre­ 

coded digital sequence, 1-D is the AMI PR coder 

I 
PRECODED 
DIGITAL 

1 SEQUENCE 

PRECOOER 

Fig. 1 

f PARTIAL 
RESPONSE 
CODER 
1-D 

PULSE 
SHAPER 
G(W) 

AMI Line Coding as a Form of Partial 
Response Signalling. 

where 0 modulo 2 addition 

0, 1. 

G(w) is chosen to give half-width pulses (i.e. 
-1 T/2 where T = 1 .544 MHz); these pulses are also 

half-height which are then converted to ful I 
height by the 1-0 coding. 

The important advantage of this method of 
representation of the AMI signal is that only 
I inear operations are performed on the digital 
sequence, {b }, to give the transmitted signal. 

n 
However, it then becomes necessary to determine 
the properties of the precoded sequence {bn} tor 

a given input sequence {an}. 

3. SOME RESULTS FOR THE PRECODED D]GITAL 
SEQUENCE 

In this section, we derive some useful prop­ 
erties of the precoded sequence {bn}' given that 

the original sequence {a } is statistically in­ n 
dependent and has the following probabi I ities: 

prob (a n 

( 1) 

1) p 

prob (an = 0) = 1-p 

At this stage it is convenient to transform the 
elements of the digital sequences {a} and {b } 
as follows: n n 
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1 -+ -1 

0 -+ +1 

where p is the probabi I ity of a pulse. It may be 
noted that for p = 0.5, 

and thence: 

prob (a 
n 

1) 1-p 

Rb(m) = 0 (m # 0) and {bn} becomes an 

equiprobable uncorrelated sequence as we would 
expect from entropy considerations. 

prob (an= -1) = p 

that is p is the probabi I ity of that input symbol 
which changes the output state of the precoder. 

The modulo-2 operation then becomes: 

b = b a n n-1 n (2) 

that is the modulo-2 addition has been replaced 
by multiplication which is much easier to handle 
in the derivation of correlation functions. 
Firstly, consider the probability of an element 
of {b } • Let n 

prob ( b 
n 1) q 

prob (bn = -1) = 1-q 

and because of the independence of {a } we can n 
write the joint probabi I ity: 

and hence 

prob ( b = +1) 
n prob (bn-l 

+ prob (bn-l 

(3) 

1) prob (an = 1) 

-1) prob (an=-1) 

(4) 

q = q(l-p) + (1-q)p (5) 
which can be solved to give q = 0.5. That is the 
elements of the precoded sequence are equi­ 
probable even if {a} is not. However, the 

n 
sequence {b} is correlated as fol lows: n 

Reverting back to the more general case with p 
not necessarily equal to 0.5, the importance of 
the above result is that unequal probabi I ities 
in the sequence {a } give a I inear effect in 

n 
{b }; this can be cascaded with the 1-D and G(w) n 
operations in the AMI generation (see Fig.I). 

Taking the Fourier transform of Rb(m) gives 

+ ejwT (1-2p) + ejw2T (1-2p)2 + 

+ e-jwT (1-2p) + e-jw2T (1-2p)2 + 

C(w) = 

4p( 1-p) 
2 + 2 coswT (2p-1) + (2p-1) 

(11) 

which is cascaded with 1-D and G(w). The above 
results are also given in (Ref.5). 

For completeness we now derive the cross­ 
correlation of the sequences {a } and {b }. This 

n n 
result is used in calculating the AMI spectrum 
with unequal positive and negative pulse shapes 
and, also, the spectrum of the two-level AMI 
class 1 code (Ref.41. 

Consider the cross-correlation 

( 121 

and the fo I I owing two cases: 

( 1 I m > 1 

Since an+m is independent of bn 

E ( b n a n+m) ~ E ( b n) E (an+m) 

The auto-correlation of {b} is: n 0 ( 13) 

(6) ( E ( b I 
n 

0 as bn is equiprobablel 

and invoking (21 

(7) 

Successive further substitution of (21 leads to 

and using the independence of {a } 
n 

[E(a)r 

[1. (1-pl + (-1 I p]m 

(21 m < 1 

E ( bn an+m I 

(8) 

(9) 
0 ( 14) 

( 10) 

since E (bn+m-l I= 0 

Hence, the cross-correlation of {a } and {b } n n 
is zero. 
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4. PCM SIGNAL WITH IDLING 

The 24-channel PCM signal (Ref.2) consists of 
24 8-bit words in a frame together with a 193rd 
bit for frame alignment and for multi frame align­ 
ment or signal I ing. The multi frame consists of 
12 frames. If the 193rd bit is not used for sig­ 
nal I ing, then it has the pattern shown in 
Table 1. 

TABLE 1 - Pattern of 193rd Bit In the Multi frame 

Frame Number 193rd Bit 

1 1 
2 0 
3 0 
4 0 
5 1 
6 1 
7 0 
8 1 
9 1 

10 1 
11 0 
12 0 

In addition, in the 6th and 12th frames, every 
8th bit (LSB) in each of the 24 8-bit words is 
reserved for signal I ing purposes; in the idle 
condition these bits are set to 'one'. A 
summary of the above information is shown in 
Fig.2. 

The 24-channel PCM system uses the µ-law en­ 
coding for the analogue-to-digital conversion 
(Ref.1). With this law, the output words from 
the encoder for the quantization steps close to 
zero are shown in Table 2. 

TABLE 2 - Output Words for Quantization Steps 
Near Zero 

Level Word 

1 2 3 4 5 6 7 8 
Sign 
Bit MSB LSB 

+7 1 1 1 1 1 0 0 0 
+6 1 1 1 1 1 0 0 1 
+5 1 1 1 1 1 0 1 0 
+4 1 1 1 1 1 0 1 1 
+3 1 1 1 1 1 1 0 0 
+2 1 1 1 1 1 1 0 1 
+1 1 1 1 1 1 1 1 0 
0+ 1 1 1 1 1 1 1 1 
0- 0 1 1 1 1 1 1 1 
-1 0 1 1 1 1 1 1 0 
-2 0 1 1 1 1 1 0 1 
-3 0 1 1 1 1 1 0 0 
-4 0 1 1 1 1 0 1 1 
-5 0 1 1 1 1 0 1 0 
-6 0 1 1 1 1 0 0 1 
-7 0 1 1 1 1 0 0 0 

In the idle condition, the PCM codec samples a 
nominal zero signal; however, due to noise and 
offset voltages, the actual value being sampled 
may not be zero. Some experimental results for 
the idle words of each channel of a 24-channel 
PCM are given in the Appendix. It is evident that 

the effect of the noise and offset differs for 
each channel. For example, one channel has re­ 
mained in the same state while other channels 
move through up to four states with, in general, 
unequal probabi I ities of being in each state. A 
simple and complete characterization of the idle­ 
word behaviour as shown in the example given in 
the Appendix does not seem feasible. We have 
decided to restrict our attention to an idle word 
behaviour model where each channel can inde­ 
pendently select one of a pair of idle words with 
the same pair for each channel. However, we do 
permit an unequal probabi I ity of selection of the 
id I e words. In this paper we propose to eva I uate 
the average power spectrum of I ine signal when 
idling with unequal probability between the two 
zero levels (O+ and 0- in Table 2) including the 
effect of the stolen bits in the 6th and 12th 
frames and the 193rd bit (with equal proba- 
bi I ities only). The paper also evaluates the 
spectra for other combinations of pairs but not 
including the effects of the stolen and 193rd 
bits, or unequal probabi I ities. 

5. CALCULATION OF AVERAGE POWER SPECTRUM WHEN 
IDLING 

5. 1 Random Selection of the Two Zero Levels 

In this case the input to the precoder is an 
independent randomly selected choice of the 
words: 

11 11 11 11 

and 01 11 11 11 

corresponding to the two zero levels in the µ-law 
encoder. The LSB in each of these words is a 11' 
which is identical to the replacement bit in the 
6th and 12th frames and, hence, we can ignore the 
stolen bit in these frames in this particular 
case. 

For the time being let us ignore the 193rd bit 
and assume the probabi I ities of the above words 

prob ( 11 11 11 11) 

prob(Ol 11 11 11) 

1-p 

p 

( 15) 

( 16) 

It is easy to show that after the precoder the 
words become 

10 10 10 10 

and 01 01 01 01 

and from the results In Section 2 these words 
are equiprobable but correlated. The form of the 
correlation is given by equation (10). It should 
be noted that we have adopted the convention for 
probabi I ities in (15) and (16) as stated in 
Section 8, viz. p is the probability of that 
word (or symbol) which changes the state of the 
word (or symbol) at the output of the precoder. 
That is when the PCM system is idling between 
the two zero states, the precoded sequence {b} n 
in Fig.1 becomes a sequence of equiprobable but 
correlated 8-bit words which then become the 
input to the PR coder, 1-0, and the pulse 
shaper. 
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8 BITS 
24 8-BITWORDS 

193'' BIT 

SIGN 
BIT MSB 

I 1 I 2 I 3 I 4 I 5 

WORD STRUCTURE 

LSB w I 21 I 22 I 23 I 24 1 · 1 

FRAME STRUCTURE 

EACH FRAME HAS 24 x 8 + 1 = 193 BITS 

12 FRAMES 

I 1 I 2 I 3 I 4 I 5 I 6 I 7 I 8 I 9 I 10 I 11 I 12 I - FRAME NUMBER 
1 0 0 0 1 1 0 1 I 1 Q O - 193'd BIT 

(SEE TABLE I) 
MULTIFRAME STRUCTURE 

EACH FRAME HAS 
12 x 24 = 288 8·BIT WORDS t LSB IN EACH 8-BIT WORD t 

IN THESE FRAMES IS 
.._ RESERVED FOR SIGNALLING --------' 

IT IS SETTO "1" IF IN IDLE 
CONDITION 

Fig. 2 24-Channel PCM FrCJJ71e and MultifrCJJ71e Structure. 

Furthermore, if we adopt the transformation, as 
before, of 

-+ -1 

0 -+ +1 

AT 
4 [

s i nwT / 4 J 
wT/4 ( 18) 

This pulse is made to be half the height of the 
output PCM pulse as the 1-D coder doubles the 
peak pulse height. 

then the 8-bit words become 

-1 +1 -1 +1 -1 +1 -1 +1 

and +1 -1 +1 -1 +1 -1 +1 -1 

and, hence, we have a basic word 
-1 +1 -1 +1 -1 +1 -1 +1 being multiplied by±-1· 
The system can then be modelled as in Fig.3 

The Fourier transform of the basic word, 
-1 +1 -1 +1 -1 +i -1 +1 is given by 

W( ) _ jwT/2 -jwT/2 jw3T/2 -jw3T/2 
w - e - e - e + e 

+ jwST/2 -jwST/2 jw7T/2 -jw7T/2 e - e - e + e 

EOUIPROB1ABU 
BINARY DATA 
SEQUENCE 
WITH PERIOD 8T 

{ Cc 1 = ± 1 c«,» TRANSFORM PR CODER PULSE 
UNEQUAL - OF 8-BIT - 1-0 

- SHAPER 
PROBABILITY WORD G(W) 

TRANSMITTED 
LINE SIGNAL 

G 

Fig. 3 Idealized Model of 24-Channel PCM System Line Signal when Idling. 

where an uncorrelated equiprobable binary data 
signal is fol lowed by four I inear operations 
corresponding to the: 

(i) correlation due top¥ 0.5, C(w) 

(ii) Fourier transform of 8-bit word 

( i i i ) 1-D coder 

(iv) pulse shaper, G(w) 

The Fourier Transform of the PR (1-D) coder is 
. jwT/2 -jwT/2 . given bye - e , and the Fourier trans- 

form of the pulse shaper G(w) for a half-width 
pulse (and half height), g(t), as shown in Fig.4 
is given by 

91 t I 

=r' -jwT 
G(w) j -oo g(t) e dt (17) Fig. 4 

TIME 

Half-width Pulse Shcrpe for PCM 
Line Signal. 
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=2j(sinwT/2 - sin3wT/2 + sin5wT/2 - sin7wT/2) 

( 19) 

and, hence, the power spectrum of the output 
signal becomes 

P(w) [sinwT/4]
2 2 L wT/4J 4sin wT/2 

4p( 1-p) 
2 1+2 cos 8wT(2p-1) + (Zp-1) 

4(sinwT/2 

sin7wT/2l2 

sin3wT/2 

1.sinwT/4]2 2 L wT/4J sin wT/2 

(1-p) 

+ sin5wT/2 

2 1+2 cos BwT(Zp-1) + (2p-1) 

(sinwT/2-sin3wT/2+sin5wT/2-sin7wT/2)2 

(20) 

The normalized, P(w), is plotted in Fig.5 for 
various values of p and indicates how the shape 

of each lobe in the spectrum is highly dependent 
on p (Note: p is the probabl I ity of the 0- 
state). 

The idl Ing condition model In Fig.3 can be 
extended to include the 193rd bit. The effect 
of the 193rd bit is to cause 12 out of the 288 
words in the multiframe to have 9 bits (see 
Fig.2).' Six of these extra bits are '1's and 
six are '0's and after passing through the 
precoder, the extra bit being a 111 causes the 
9th bit of the word to be different from the 
8th bit and the reverse when the extra bit is 
a 101• This situation is summarized in Table 3. 

A major difficulty is now encountered because 
some of the words are 9 bits in length instead 
of 8. This implies that the binary data sequence, 
{cfl}, (see Fig.3) is no longer uniformly spaced 

in time. In general, when the idle states are not 
equiprobable and the sequence, {c }, becomes 

n 
correlated as in equation (10), the calculation 
of the average autocorrelation function of the 
digital signal is extremely cumbersome and has 
not been attempted in this paper. 

However, when the idle states are equiprobable, 
giving no correlation between the {en}, then the 

problems of the unequal spacing of the {c} and 
n 

the non-homogeneity of the idle code words dis­ 
appear. This is because the members of a word 
pair are equiprobable and the inverse of each 
other; hence, when forming the autocorrelation 
function of the id! ing signal, non-zero con­ 
tributions are obtained only from products of a 
word and its delayed version. This also means 
that the relative position of the different words 

1o'r • ....- P 0.9 

P IS PROBABILITY OF 
0-STATE 

10-• 
0 0, 1 0, 2 0, 3 0, 4 0, 5 0, 6 0,7 0, 8 0, 9 1, 0 

Fig. 5 

NORMALIZED FREQUENCY (fT) Hz 

POuJer Spectral Densities of 24-Channel PCM 
Line Signal when Idling between O+, 0- states 
for various probabilities of selection of the 
States. 
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TABLE 3 List ot Words After Precoder When ldl ing and Their 
Probabi I ities 

No. ot 
Word Pair Probability ot 

Bits/Word Occurrence 

8 -1 +1 -1 +1 -1 +1 -1 +1 276/288 

+1 -1 +1 -1 +1 -1 +1 -1 

6/288 (last word in ' 9 -1 +1 -1 +1 -1 +1 -1 +1 -1 i 
I 

+1 -1 +1 -1 +1 -1 +1 -1 +1 frame with 193rd bit '1 ') 

9 -1 +1 -1 +1 -1 +1 -1 +1 +1 6/288 (last word in 

+1 -1 +1 -1 +1 -1 +1 -1 -1 frame with 193rd bit 'O'I 

in Table 3 is not relevant. In short, to evaluate 
the average power spectrum with equiprobable 
idling states, we need only evaluate the power 
spectra ot the individual words in Table 3 and 
multiply them by their respective probabilities. 

The Fourier Transform of the first word in Table 
3 has already been given (see equation (1911 and 
the Fourier Transforms tor the next two words 
are: 

_ ejw3T _ e-jw3T + ejw4T + e-jw4T 

1+2(-coswT + cos2wT - cos3wT + cos4wT) 

(21 I 

and 

1+2(-coswT + cos2wT - cos3wT) + j2sin4wT, 

and the resulting average power spectrum becomes 

(22) 

j 2 2 
[
sinwT/4 4sin wT/2 

wT/4 

10 
,,,- r--... 

/ \ 
-- I r\J \r ~\ 
I V ' 

' I V i\ I 1 ,,...... 

I I\/ ' 'v \ 
I \ 

0. 1 o. 2 0. 3 0. 4 0. 5 0. 6 0. 7 0. 8 0. 9 1. 0 

NORMALIZED FREQUENCY (IT) 

Fig. 6 Power Spectral Density of 24-Channel PCM Line 
Signal when Idling between 0+, 0- States with 
equal probability and including the effect of 
the 793rd bit. 
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4[~~~ (sinwT/2 - sin3wT/2 + sin5wT/2 

sin7wT/2)2 

6 
+ 288 (0.5 - coswT + cos2wT - cos3wT 

+ cos4wTJ2 

. 6 { ( 2 + 288 0.5 - coswT + cos2wT - cos3wT) 

(23) 

and is plotted in Fig.6. As expected, the effect 
of the 193rd bit is smal I (compare Figs.6 and 5 
(p = 0.5)). 

5.2 Random Selection of Other !die Code Pairs 

As stated in Section 4, offset voltages in 
the PCM encoder can cause the idling levels to 
be other than the two zero levels. ln this part 
of the paper we consider various pairs of ad­ 
jacent idle codewords (see Table 2) and 
determine the resulting average power spectrum 
of the I ine signal when the two members of the 

pair are selected in a random equiprobable 
fashion. The idling code pairs chosen for ana­ 
lysis are shown in Table 4. Table 4 also in­ 
dicates the output word from the precoder which 
is multiplied by ±1 on an equiprobable basis. 

The derivation of the power spectra for the 
various cases in Table 4 fol lows the method out­ 

I ined in part 5.1 of this Section of the paper, 
except tor the idle code pairs 1,2 and -1,-2, 
which because they differ between each other in 
two bits, then have a periodic component in 
their idling signal as well as a randorr com­ 
ponent. The spectra of the random components are 
shown in Fig.7, while the power of the discrete 
frequency components in the idle code pairs 1,2 
and -1,-2 are shown in Fig.8. The above spectra 
assume equal probabi i ities between the idle 
code-words; it the probabi I ity is unequal, the 
spectra I densities of the random components 
should be multiplied by 

4p(1-p) 
2 1 + 2cos8wT(2p - 1) + (2p - 1) 

as in equation (20). 

6. CALCULATION OF POWER lN A GIVEN BANDWIDTH 

The power in a given bandwidth can be derived 
from the power spectral densities as fol lows: 

TABLE 4 Precoder Output Code Words for Various Idle Code Pairs 
Close to the Zero Level 

Idle Code Pairs 
(refer to Table 2 
for definition) 

Output Word from Precoder and Associated 
Fourier Transform 

3, 2 

2, 1 

1, O+ 

O+, 0- 

0-, -1 

-1, -2 

-2, -3 

1 -1 1 -1 1 -1 1 1 

Fourier Transform: 

2cos7wT/2 + j2(sinwT/2 - sin3wT/2 + sin5wT/2) 

Deterministic Component (period 16T): 

1 -1 1 -1 1 -1 0 1 -1 1 -1 1 -1 1 0 -1 

Random Component: ±1 every ST 

same as O+, 0- case 

1 -1 1 -1 1 -1 1 -1 

Fourier Transform: see equation (19) 

same as 3, 2 case 

Deterministic Component (period ST) 

1 -1 1 -1 1 -1 0 1 

Random Component:± every ST 

1 1 -1 1 -1 1 -1 -1 

Fourier Transform: 

j2(sinwT/2 - sin3wT/2 + sin5wT/2 + sin7wT/2) 

36 A.T.R. Vol. 11 No. 3, 1977 



Power Spectral Density-Idle PCM Systems 

i-----~-----,-----,-----,-----,---------:,--r-0+. 0-& 1, O+ 
2. 3&0-. -1 

--" ~- 1 «·l· ,,r· I 1 , · ~ g§ 10-1 •• _.. ·._,: • I 1 . •. >, 
ffi~ /_~ ~ • : \ [ -\-2 I , I n I \. "' I I 
15,.. I \ /, • / /RANDOM @; I :· I / \ ! '.; COMPONENT) 
o ec 
0~ 
~ ~ 10-' I I_. ,_r "'• I : I \ I II . I I II II 1 \ I I > • I 
::, <.tl • '"- 
o - 0 "O 

@~ 
Ne< 
::; >­ 
<( >­ 
'2' ui 
QC z 
~ ~ 10-' lff § I I i I I 'i 11 I I I I i : I I Ii , ! I ~ \ I 

10-' o~~~WID 0. 1 0. 2 0. 3 0, 4 0. 5 0. 6 0, 7 0, 8 0, 9 1, 0 

NORMALIZED FREQUENCY (fT) 

Fig. ? - Power Spectral Densities of 24-Channel PCM 
Line Signal when Idling with equal probability 
between various pairs of States udjacent to 
the Zero States. 

10 

0 

E 
~ 
QC 

~ 
5:' 

-10 

-20 

I I - - - 1.21DLECODE 

I I 
1, -2 IDLE CODE 

I I I I 
I I I I I I I I I 
I I I I 

I I I I I 
I I I I I I I I I I I I ! I I I I I 

0. 1 0. 2 0, 3 0, 4 0, 5 

NORMALIZED FREQUENCY (fT) 

0, 6 0, 7 0, 8 0, 9 1,0 

Fig. 8 - Power at Various Frequencies of a 24-Channel 
PCM Line Signal when Idling with equal 
probability between the 1, 2 and -1, -2 pairs. 
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1 1 w2 
R 21T 2j P(w) dw 

W) 

(24) 

where PT is the power in the frequency band 

between w1 and w2 rad/sand R is the resistance. 

The factor 2 Is required because P(wl is a double 
sided spectral density. 

As an example, consider the maximum power in a 
4k~z bandwidth of the PCM signal when idling with 
equal probabi I ity between the two zero states. 
This 'lialue is important in studies of the cross­ 
talk interference of PCM signals into FDM 
systems. Assuming the power spectral density is 
nearly flat near the maximum, the maximum power 
in a 4kHz bandwidth is 

1 1 
PTmax = R 21T 2P(w)max 2TT4. 10

3
.10

3 
mW 

and on substituting A= 3, R = 110 and T = 

(1.544.106)-l into (23) and (25) we obtain 

PTmax -1.6dBm 

(25) 

(26) 

If this signal is psophometrically weighted, a 
further correction of -3.6dBm, (Ref.6), can be 
applied to give -5.4dBmp. This should be com­ 
pared with a value of -14.2dBmp which is obtained 
when the PCM signal is carrying random equi­ 
probable data signals. This example high! ights 
the need to consider the id! ing condition as wel I 
as the random data condition of the PCM signal 
when carrying out performance studies. 

7. CONCLUSION 

In this paper we have considered the I i ne 
signal of the 24-channel PCM system when in the 
idling condition. From measurements of the idle 
states of each channel in a PCM system, we con­ 
clude that a complete description of the re­ 
sulting I ine signal would be very comp! icated; 
instead, we have formed an idealized model of the 
PCM system when idling. This model includes the 
effect of unequal probabi I ities of selection 
between two idle states and also the effect of 
offsets in the PCM encoder which determines the 
idle states. 

Except in a few cases, the power spectrum of 
the I ine signal when in the idle condition, as 
determined from the idealized model, is contin­ 
uous and is significantly more concentrated near 
the maximum than when carrying random digital 
signals. In add l+ l on , the effect of unequal 
probabi I ities of selection of the idl·e states 
has a significant effect on the shape of the 
spectrum. 
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APPENDIX 

Channel Id le Words 
Idle Frequency of 

Number Levels Occurrence 
Sign 
Bit MSB LSB 

1 1 1 1 1 1 1 1 0 +1 4/32 
1 1 1 1 1 1 1 1 O+ 23/32 
0 1 1 1 1 1 1 1 0- 5/32 

2 1 1 1 1 1 1 1 1 o+ 32/32 

3 1 1 1 1 1 1 1 0 +1 1/32 
1 1 1 1 1 1 1 1 o+ 18/32 
0 1 1 1 1 1 1 1 0- 13/32 

4 1 1 1 1 1 1 1 1 o+ 18/32 
0 1 1 1 1 1 1 1 0- 14/32 

5 1 1 1 1 1 1 1 0 +1 3/32 
1 1 1 1 1 1 1 1 o+ 29/32 

6 1 1 1 1 1 1 1 0 +1 1/32 
1 1 1 1 1 1 1 1 o+ 26/32 
0 1 1 1 1 1 1 1 0- 5/32 

7 1 1 1 1 1 1 1 0 +1 30/32 
1 1 1 1 1 1 1 1 o+ 2/32 

8 1 1 1 1 1 1 0 1 +2 1/32 
1 1 1 1 1 1 1 0 +1 31/32 

9 1 1 1 1 1 1 0 1 +2 11/32 
1 1 1 1 1 1 1 0 +1 21/32 

10 1 1 1 1 1 1 0 0 +3 1/32 
1 1 1 1 1 1 0 1 +2 15/32 
1 1 1 1 1 1 1 0 +1 5/32 
1 1 1 1 1 1 1 1 O+ 11/32 

11 1 1 1 1 1 0 1 1 +4 15/32 
1 1 1 1 1 1 0 0 +3 17/32 

12 1 1 1 1 1 1 1 0 +1 15/32 
0 1 1 1 1 1 1 1 0- 5/32 
0 1 1 1 1 1 1 0 -1 12/32 

13 1 1 1 1 1 1 1 0 +1 13/32 
1 1 1 1 1 1 1 1 O+ 19/32 

\ 

14 1 1 1 1 1 1 0 1 +2 1 /32 
1 1 1 1 1 1 1 0 +1 30/32 
1 1 J 1 1 1 1 1 O+ 1/32 

15 1 1 1 1 1 0 1 1 +4 1/32 
1 1 1 1 1 1 0 0 +3 2/32 
1 1 1 1 1 1 0 1 +2 24/32 
1 1 1 1 1 1 1 0 +1 5/32 

16 1 1 1 1 1 1 0 0 +3 1/32 
1 1 1 1 1 1 0 1 +2 30/32 
1 1 1 1 1 1 1 0 +1 1/32 

17 1 1 1 1 1 1 0 0 +3 25/32 
1 1 1 1 1 1 0 1 +2 5/32 
1 1 1 1 1 1 1 0 +1 2/32 

18 1 1 1 1 1 1 0 0 +3 29/32 
1 1 1 1 1 1 0 1 +2 3/32 
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Channel Id I e Words Id le Frequency of 
Number Leve Is Occurrence 

Sign 
Bit MSB LSB 

19 1 1 1 1 1 0 1 1 +4 1/32 
1 1 1 1 1 1 0 0 +3 26/32 
1 1 1 1 1 1 0 1 +2 5/32 

20 1 1 1 1 1 1 0 1 +2 29/32 
1 1 1 1 1 1 1 1 O+ 1/32 
0 1 1 1 1 1 1 1 0- 2/32 

21 1 1 1 1 1 0 0 1 +6 1/32 
1 1 1 1 1 0 1 0 +5 3/32 
1 1 1 1 1 0 1 1 +4 23/32 
1 1 1 1 1 1 0 0 +3 5/32 

22 1 1 1 1 1 1 0 0 +3 1/32 
1 1 1 1 1 1 0 1 +2 3/32 
1 1 1 1 1 1 1 1 O+ 1/32 
0 1 1 1 1 1 1 1 0- 27/32 

23 1 1 1 1 1 1 0 0 +3 31/32 
1 1 1 1 1 1 1 0 +1 1/32 

24 1 1 1 1 1 1 0 0 +3 1/32 
1 1 1 1 1 1 0 1 +2 6/32 
1 1 1 1 1 1 1 1 0+ 25/32 
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Book Review 

Sequency Theory; Foundations And Applications 
by H. F. Harmuth (Academic Press, New York, 1977) 

Research into communications applications 
for Walsh function techniques has continued 
vigorously since interest was generated, largely 
by Harmuth, in 1969. This book continues 
in the deep, exhaustive style of Harmuth's 
earlier work. In this work, Harmuth has concen­ 
trated on a number of areas of communications 
research and quantum physics which are wel I 
proven applications for sequency techniques. 
Many other areas of communications and elec­ 
tronics research where Walsh functions are under 
investigation have not been considered in this 
work. The emphasis here is on fil_tering and 
processing of signals for television and under­ 
water acoustic imaging, electromagnetic propa­ 
gation for radar applications, and mathematical 
app I i cations in quantum physics. 

The first chapter treats the mathematical 
foundations required tor the application of 
Walsh functions to signal and waveform pro­ 
cessing. A comparison is drawn between Fourier 
and Walsh - Fourier techniques, fol lowed by a 
consideration of fast transforms and various 
dyadic operations commonly used in sequency 
analysis. The treatment is exhaustive and lucid 
but requires a high level of mathematical under­ 
standing. Diagrams and charts are used very 
effectively in this part of the work to aid the 
understanding of some difficult concepts. This 
introductory, mathematical treatment is handled 
more lucidly than in Harmuth's first book, 
(Ref. I). 

The rema1n1ng chapters specialise in 
particular applications. Chapters two and three 
concentrate on communications system appl i­ 
cations and chapter four on the applied mathe­ 
matics of quantum physics. This final chapter 
is particularly heavy going and is of I ittle 
interest to telecommunication engineers. 

The communication applications are treated 
with an admirable balance between mathematical 
theory and practical design. Waveforms and 
circuit diagrams are used freely throughout as 
wel I as occasional photographs of laboratory 
equipment. Al I these factors lead to a readable, 
although conceptually complex account of recent 
work which is not widely known. The circuit 

realisations used throughout chapter two are 
basic indeed, however they are used effectively 
to bring the reader closer to practicalities. 
For example, the detailed discuision of gener­ 
ators for time-variable Walsh functions based 
on recurrence relations is of academic interest 
only when it is considered that cheaper, more 
re! iable designs may be achieved with a simple 
counter and semiconductor memory. However, the 
author obviously has a keen awareness of tech­ 
nology developments when discussing the practic­ 
abi I ity of two and three dimensional filters for 
imaging. 

The discussion of general electromagnetic 
wave effects in chapter three is practically 
oriented and I ead s on we I I to the treatment of 
practical radiators, receivers and radar appl i­ 
cations. The author has been a leader in re­ 
search into antennae and antenna array design 
for orthogonal time signals, and over one 
hundred pages of the book bear this out. Im­ 
provements in the resolution of radar arrays may 
be achieved using sequency techniques; therefore 
Harmuth's work should be of interest to re­ 
searchers in this field. 

In summary, Sequency Theory is an up-to­ 
date account of proven research techniques in 
the above fields. Although the field of 
orthogona I tu net ions in communications is t i I I ed 
with new concepts, sometimes rather complex, the 
author's treatment is lucid and exhaustive at the 
same time. The book is I ikely to be useful to 
post-graduate researchers in the fields of signal 
processing and analysis, electromagnetic propa­ 
gation tor radar, acoustics and theoretical 
physics. The bibliography is extensive and use­ 
ful to al I workers in the Walsh function field. 
This book is not recommended as a basic intro­ 
duction to Walsh functions and sequency 
techniques. 
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