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Challenge ... 

The impact of new technology is very much a fashionable topic at present. It is 
a topic which is discussed in all walks of life and is no longer the preserve 
of the technologists and those who are familiar with the issues involved. 

The potential of new technology for assisting the developing nations will be 
discussed at a meeting in Vienna under United Nations' sponsorship in August 
this year, and papers will be submitted by participating government organisations. 
It is interesting to note the changin0 sponsorship of new technology and, 
particularly its application. In the past, this has been almost entirely from 
the commercial and economic sectors, whereas it is now being sponsored by both 
the societal and political sectors. This must necessarily raise interesting 
questions about the future of the application of new technology; if there is 
to be a societal or political technological push, what will be its commercial 
base? How will it be funded and who will benefit? Is the societal push due to 
national social consciences concerning this limit in the developmental scale 
which nations are trying to appease? Will the benefits of new technology be real 
or illusory? Action which runs counter to the normal commercial trends will 
surely direct a significant financial penalty to the nations sponsoring the 
application, but with what benefit to itself or to the intended beneficiary of 
its munificence? Will technological charity really pay off? 

There are benefits to be gained from a technological self help club in which 
nations can share experiences and the availability of new technology, but 
introduce new technology at their own rate and under their own conditions, but 
is there benefit in going much further? 

One of the big challenges of the 80's will surely be our handling of the 
introduction of new technology on the national scene; the issues involved with 
the international scene will be considerably more complex and will require the 
exercise of consideration and wisdom. 
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Kalman Filter Equalization for a Time-Varying 
Communication Channel 
G. NICHOLSON 
Telecom Australia Research Laboratories 

J. P.NORTON 
Department of Electrical Engineering 
University of Tasmania 

This paper investigates the application of the discrete Kalman filter 
to equalization of time-varying digital communication channels. The resultant 
equalizer, called the message estimator, yields an unconditionally unbiased, 
linear, minimum mean.,.square error estimate of the message sequence. The mess­ 
age estimator models the channel as a vector, whose elements are the sampled 
channel impulse response, An adaptive Kalman filter is used in a decision­ 
directed arrangement to estimate on line the channel vector, and so adapt the 
message estimator to a time""varying channel. 

The relation beween mean-square error and error rate for the message 
estimator is discussed. The message estimates are shOuJn to have non-zero con­ 
ditional bias for individual symbols and non-zero residual intersymbol inter­ 
ference, both of which can be calculated from the covariance of the message 
estimates produced by the equalizer. Computer simulation of the proposed adap­ 
tive message estimator indicates that it should be particularly effective when 
the channel is rapidly time-varying or the training period of the equalizer is 
restricted. 

1. INTRODUCTION 

A digital transmission system can be model­ 
led for equalization purposes by an equivalent 
baseband channe I CFig. 1 l. Time-domain equa 11 z­ 
ation techniques make use of the discrete-time 
nature of the channel, combining received sample 
values to obtain an estimate of the transmitted 
message sequence. A large portion of the communi­ 
cation theory I iterature has addressed itself to 
the equalization problem (Ref.1). The most wide- 

NOISE 

ly used form of equalizer is a tapped delay line 
(TDL) whose tap weights are adjusted to minimize 
a performance criterion involving the equalizer 
output. Proakis and Mi Iler <Ref.2) employ a 
steepest-descent gradient method to adjust the 
tap weights. The method is easily realisable and 
requires very I ittle computing, although conver­ 
gence of the tap weights is slow. Two TDL filters 
can be used in a decision feedback arrangement 
with a threshold decision device, to often ach­ 
ieve significant improvements over linear TDL 
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Kalman Filter Equalization 

equalizers. The steepest-descent method of tap 
weight adjustment can be similarly app I ied to 
this decision feedback equalizer. 

Whi 1st I inear TDL and decision feedback·e­ 
qual izers have dominated the applications of e­ 
qualizers to digital data transmission, with the 
advent of cheap digital processing capabi I ities 
and the need to rapidly equalize data modems op­ 
erating in the switched telephone network or 
multipoint leased networks, the use of more com­ 
putationally-orientated equalization schemes has 
5ecomeatfractive. Computational techniques 
offer much better convergence rates and error 
rates, at the expense of more complexity. At one 
extreme, the Viterbi algorithm (Ref.3) provides 
a conceptua I I y s imp I e computat i ona I estimator for 
signal sequences transmitted over dispersive and 
noisy channels, but its computing demands are ex­ 
cessive, The algorithm has a lower error rate 
than I inear TDL or decision feedback equalizers, 
but cannot readily adapt to a time-varying chan­ 
nel. 

Alternatively, the problem of equalizing a 
digital communication channel in the face of in­ 
tersymbol interference and noise can be framed 
as a linear state-estimation problem for which 
the Kalman filter provides a recursive solution, 
Lawrence and Kaufman (Ref.4) and other (Refs. 
5,6) have taken this view. The approach is pur­ 
sued in this paper to yield a minimum mean­ 
square error (MSE) estimator of the transmitted 
message sequence. A second, adaptive Kalman 
filter is used in a decision-directed arrangement 
to estimate the sampled channel impulse response 
and so recursively adapt the message estimator to 
a time-varying channel (Ref.7l. 

The adaptive message estimator is compared in 
performance with I inear TDL and decision feedback 
equalizers, whose tap weights are adjusted by 
either a steepest-descent method '(Ref,2) or using 
recursive least squares (Refs.7,8). A steepest­ 
descent equalizer requires much less computing 
for each received sample than the adaptive mess­ 
age estimator. The equations for the recursive 
least-squares equalizer are similar to those for 
a Kalman filter, so that its complexity is com­ 
parable to that of the adaptive message estimator. 

The major advantages of the adaptive message 
estimator are its fast initial convergence in 
training and good adaptation properties. Several 
equalization schemes have been reported which 
claim fast convergence of the tap weights. Git! in 
and Magee <Ref.9) have investigated many of these 
schemes and concluded that Godard1s algorithm 
(Ref,8) (i.e. a recursive least-squares equal izerl 
has the quickest convergence. The equalizers in­ 
vestigated in this paper are based on data values 
sampled at the baud rate. A recent development in 
equalizer design, fractional-tap spacing (Ref. 10), 
has not been considered, although the convergence 
speed of such equalizers has been shown to be less 
sensitive to timing-phase errors, 

2. THE CHANNEL MODEL AND EQUALIZER 

Synchronous baseband digital transmission may 
be represented by a finite-memcry time-varying 
channel with sampled impulse response at time kT 

operating on an input message sequence {sk}. The 

channel output zk at sample time kT, affected by 

noise nk of variance a2, is 

(2) 

where ~k is a state vector composed of N success­ 

ive signal symbols 

(3) 

The noise is usually assumed to be zero-mean, 
white, Gaussian, stationary and uncorrelated 
with the input. The zero-mean unity-variance in­ 
put sequence {sk} is taken as binary and uncor- 

related, although the results of this paper are 
easily extended to a multi level uncorrelated in­ 
put sequence. The c~annel vector ~k is normal- 

ized so that the signal-to-noise ratio (SNR) of 
the channel is 1/a2, The input sequence may be 
described by a state equation 

(4) 

where o/ is the NxN unit downward shift matrix 

o/ = I o .. . • 0 
1 0 
0 1 0 

0 1 0 
0 1 0 

0 1 0 
0 . , . 0 1 0 

and 

l. = L 1 0., .. o ]T, 

A discrete Kalman filter based on the obser­ 
vation equation (2) and state equation (4) gives 
an unbiased minimum-variance I inear estimate 8k' 

the last element of which is the minimum MSE es­ 
timate of sk-N+l' On receiving the sampled out- 

put zk, the filter computes 

(5a) 

where 

(1) 
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and subsequently 

(Sc l 

(5d l 

Here P.
1
. is the error covariance matrix of state 

I j 
estimate x. based on observations up to time jT, 

-1 

i e. 

phase-shift keyed systems by Lee and Cunningham 
(Ref .6). 

RECEIVED 

SEQUENCE 

E[(x. - x.
1

.)(x. 
- I - I j - I 

x 1TJ - i I j, . 

This equalization scheme was first considered 
by Lawrence and Kaufman (Ref.4). More recently, 
Benedetto and Big I ieri (Ref.5) have discussed the 
Kalman-filter equalizer in detai I and compared it 
with tapped-delay-I ine equalizers. They show that 
the system defined by (2) and (4) with ~k fixed 

is uniformly completely controllable and observ­ 
able. Provided PQIO > 0, the filter (5) is then 

uniformly asymptotically stable. 

The structure of the equalizer out I ined above 
is shown in Fig.2. A threshold device operates on 
the last element xN = xk-N+l lk of 8klk to give a 

binary estimate of the message symbol sk-N+l' + 1 

if xN is positive and -1 otherwise. There is a 

delay of N-1 samples in producing the final esti­ 
mate of sk-N+l" 

RECEIVED 
SEQUENCE 
+ 

Fig,2 

"kllk/k-1 

The message estimator. 
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I 

In practice the channel coefficients ~k and 

noise variance 02 required in (5) are not known 
accurately, and wi 11 usually be time-varying. An 
estimator of ~k is required to track the time 

variations. It wi 11 be assumed that 02 is known. 
At realistic SNR the performance of the message 
estimator (5) is relatively insensitive to the 
assumed value of 02 (Ref.7). 

The channel coefficients :;k wi 11 be estimated 

by an adaptive Kalman filter in a decision-direc­ 
ted arrangement with the message estimator (Fig. 
3). This method, but without adapting the Kalman 
filter, was recently proposed for quadrature 

Zk-N+l 

MESSAGE 

ESTIMATOR 

ESTIMATED 
MESSAGE 
SEQUENCE 

THRESHOLD ,______ t-~---- 
DEVICE " Sk-N+l 

Fig.3 

Lawrence and Kaufman ( Ref. 4) suggest an extended 
Kalman filter to estimate ~k and ~k simultan- 

eously, augmenting the state vector to include 
the channel coefficients. Since the observation 
equation (2) is non I inear in ~k and ~k' it is 

I inearized about nominal values for ~k and ~k' 

This method requires approximately twice the 
computation per step of the decision-directed 
method proposed here. Furthermore it is unsuit­ 
able for adapting to a rapidly time-varying 
channel because of the local I inearization re­ 
quired. 

A variety of identification techniques could 
have been implemented for the channel estimator. 
The simplest to uss is a steepest-descent gra­ 
dient method, However, for fast convergence of 
the equa I i zer a more e I a borate technique must be 
used and for this reason an adaptive Kalman fi 1- 
ter was chosen. Kalman tilters are wel I known 
for their abi I ity to adapt to time-varying sys­ 
tems. The method of adapting the estimator of ~k 
is discussed in Section 4. 

When fast initial convergence is not impor­ 
tant, and the time-variations of the channel are 
slow, a more attractive scheme may be that pro­ 
posed by Luv i son and Pi ran i met. 11 l. Both the 
channel vector ~k and gain gk for the message 

estimator equation (Sa) are estimated by steep­ 
est-descent methods. The advantage is that the 
amount of computing increases only I inearly with 
N. They report convergence times for the gain 8k 

similar to those tor the tap weights in a steep­ 
est-descent equalizer (Ret.2). 

The Kalman-filter channel estimator repre­ 
sents time variation of the channel by 

~k+l 

CHANNEL 
ESTIMATOR 

TRACKING 

MODE 

j TRAINING 

l PERIOD 

Sk-N+l 

The adaptive message estimator. 

~k + ~k+l , (6) 

where the covariance Ok of the "noise" ~k is 

chosen to reflect the expected size of the chan­ 
ges in channel response between samples. The ob­ 
servation equation tor ~k is taken at time kT as 

(7) 

A.T.1.D... i10!. 13, 1?\lo. I, 1979 



Kalman Filter Equalization 

In the training period the input sequence is 
T . 

known and :::k = [sk sk-l .. sk-N+l]. In the 
tracking mode :k consists of the binary esti­ 

mates sk to §k-N+l' al I assumed correct. In 

practice, the system error rate must be smal I 
enough for any incorrect message estimates in :k 

to have a neg I i g i b I e effect when estimating '=k. 

This assumption usually presents no problem as 
el"'ror rates for data communication are typically 
less than 10~4• A training period is required 
initially to establish an error rate of this 
order, The channel~response estimate wi I I be N-1 
samples in arrears to al low for the decision de­ 
lay in estimating the transmitted sequence. The 
extra error due to this delay wi I I not be sig­ 
nificant unless the delay is a substantial pro­ 
portion of the convergence time of the equal­ 
izer, 

After each updating of :k' a new estimate of 

the channe I is made, name I y 

~k 

where the innovation (one-step-ahead prediction 
error) is 

(Sb) 

and 

C 
P k I k-1 

C 
p k[k 

C C T c 
p k[k-1 - 8k -~k .P k[k-1 

(Bal 

(Bel 

(8d l 

<Be) 

As the message estimator (5) uses an estimate of 
the channe I response from (8), rep I ac i ng c by 

-k 
~k-N in (5), ;k is no longer exactly optimal. 

However, the insensitivity of the message esti­ 
mator performance to cr2 and the whiteness of 
the observation noise encourage the belief that 
small errors in §k will not affect 8k signifi- 

cantly. 

3. ERROR RATE PERFORMANCE 

A MSE performance criterion was used to de­ 
rive the message estimator. For digital commun­ 
ication systems an accepted measure of perfor­ 
mance is the probabi I ity of error PE, which is 

the probability that a particular message sym­ 
bol skis incorrectly estimated at the receiver. 

The relation between MSE and the probabi I ity of 
error depends on the amp I itude probabi I ity dis­ 
tribution of the message estimate xN, This re- 

lationship is difficult to establish by compu­ 
ter simulation at typical SNR's, because the 
low error rates imply impractically long runs. 

The error covariance matrix Pk[k' calculated 

recursively by the message estimator, can be 
used to provide information on the amp I itude 
probabi I ity distribution of xN' Consider the 

message estimator at time kT, based on a known 
and time-invariant channel '=k model led exactly 

in (2). Denoting the element in row i and column 
j of the NxN matrix Pk[k by [Pk[k]ij' if Pk[k 
is the true error covariance then 

In genera I, if the vector '=k is a good represen­ 

tation of the channel, the calculated Pk[k given 

by (5d) should be a good approximation to the 
actual error covariance. An estimate of the MSE 
of xN is provided by the last principal-diagonal 

element of Pk[k" 

The error covariance Pk[k can be used to give 

further information on the amp I itude probabi I ity 
distribution of xN' As xN' i.e. >\-N+l [k' is a 

I inear function of received samples {zk}, them­ 

selves I inear func_tions of the transmitted sym­ 
bols, and additive noise, it can be written as 

xk-N+l [ k 

k-1 
I 
m=O 

bk-i = -~kjk]N,i+1 

for i = 0, 1 , 2, .. , .. , N-2 and 

bk-N+l = l - ~k[k]NN" 

(9) 

k-1 
b s +I a n , 
k-m k-m m=O k-m k-m 

C 10) 

taking the initial state estimate ;O[O as zero. 

The coefficients bk-m' which are independent of 

the message sequence {sk} and noise {nk}, repre­ 

sent the residua I i ntersymbo I interference a f fec­ 
t i ng message estimate \

1 
after equalization. It 

can be shown (Ref. 12) that 

( 11 b) 

The second term in (10) is the noise in xN attri­ 

butable to the channel noise {nk}. As a conse- 
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quence of (11b), the bias of the message estimate 
at time kT is given by Lklk}m sk-N+l· From (9), 
the bi as is equa I in magnitude to the MSE of the 
message estimate. 

The error covariance of the message estimator 
tends to a nonz er o I imit as the number of received 
samples increases, because the new message symbol 
acts as process noise driving the state equation 
(4). This is true even for no noise {nk}. The ef- 

fects of both bi as and residua I i ntersymbo I inter­ 
ference on the amp! itude probabi I ity distribution 
of xN are significant at typical SNR's, (Refs. 

7, 12). A further imp! ication from (9) is that the 
MSE approaches a nonzero limit as the SNR in­ 
creases, although the probability of error appro­ 
aches zero, so the MSE is not always a good in­ 
dicator of the probabi I ity of error. 

The probabll lty of error for a time-invariant 
message estimator was calculated for the example 
channel of Fig.4. The channel impulse response is 
the impulse response of an equivalent baseband 
channel, based on the average measurements repor­ 
ted in Ref.13 for the Bel I System switched tele­ 
communications network. DSB-AM transmission at 
2400 baud is assumed for a carrier frequency of 
1700 Hz and a transmit filter with a 50% raised­ 
cos i ne-ro I I off amp Ii tude characteristics. The 
samp I ed channe I i mpu I se response is mode I I ed by 
nine terms in~' with terms less than 0.02 being 
ignored. 

The probab i I i ty of error was ea I cu I ated di­ 
rect I y from the I inear description (10) of xN. 

The message estimator performance shown in Fig.5 
is compared with three curves for time-invariant 
TDL equalizers. The configuration of each TDL e­ 
qualizer is recorded as (n,l,D), where n is the 
total number of feedforward and feedback taps, I 
is the number of feedback taps and D is the de­ 
cision delay in sample intervals. The decision 
delay D has been chosen to make the probability 
of error close to the minimum possible over the 
range of SNR, given a fixed number of equa I i zer 
taps. The TDL equalizers are of similar complex- 

10-1 

10 15 
SNR (dB) 

20 

1. MESSAGE ESTIMATOR 

2. TRANSVERSAL EQUALIZER (n = 9. I= 0 D =6) 
3. TRANSVERSAL EQUALIZER (n = 13. I= 0. D = 8) 

DECISION FEEDBACK EQUALIZER (n = 13. I= 5. D = 6) 
UPPER BOUND FOR THE MESSAGE ESTIMATOR 

Fig.5 

LOWER BOUND FOR WHITE 
GAUSSIAN NOISE AND NO 
INTERSYMBOL INTERFERENCE 

Probability of error against SNR. 

ity to the message estimator. Examining Fig.5, 
the message estimator compares favourably with a 
transversa I equa I i zer, but has a significant I y 
higher probability of error than a decision feed­ 
back equa Ii zer. 

An upper bound on the probabi I ity of error 
for the message estimator, which is simple to de­ 
termine and only uses information avai !able from 
the error covariance matrix, can be found by ap­ 
plying Chernoff inequalities. The bound is based 
on the upper bound developed by Saltzberg (Ref. 
14). The bound, a derivation of which is given 
in (Ref. 7), is 

Fig,4 

SAMPLED AT THE PEAK OF THE RESPONSE 

T= 14
1
00 

seconds 

f=(-0.02 0.32 1.00 000 -0.13 0.10 -0.06 0.03 -002JT 

The channel impulse response. 

A.TR. Vol. U, No. I, 1979 7 



Kalman Filter Equalization 

PE < exp [- 

( 12) 
where UN is the set of coefficients bi 

(k ~ i ~ k-N+2) minimizing (12). The method for 

same as that des- obtaining the set UN is the 

cribed in Saltzberg's paper 
U, It re I i es on testing the 

in order of decreasing 

(Ref. 14) for the set 
b. (k < i < k-N+2) 

I 

magnitude. 

parameters and the state, or adjustment of the 
process-noise covariance, error covariance or 
filter gain to compensate for model I ing errors. 
Adaptive estimation has the advantage over boun­ 
ding and multiple-criteria techniques that it is 
designed for minimum estimation error. 

The upper bound is compared with the message 
estimator performance in Fig.5. The bound is a­ 
bout an order of magnitude larger than the actual 
probabi I ity of error, the worst discrepancy being 
at the highest SNR. Although this may be too pes­ 
simistic in some cases, it does provide a quick 
indication of performance. Tighter upper bounds 
for the probabi I ity of error have been reported 
in the communication theory I iterature (Ref. 15). 
However, these bounds are sometimes more involved 
to calculate and moreover require knowledge of 
al I the significant bi coefficients and the noise 

power in (10), whereas the upper bound (12) only 
uses the b. coefficients (k $ i ~ k-N+2) avail- 

1 

able from Pk[k' 

4. ADAPTING THE EQUALIZER 

The fitter equations (8) take account of 
changes In the channel impulse response from sam­ 
ple to sample through the covariance Qk. For much 

of the time, the channel wi 11 be relatively time­ 
invariant and a value of zero is appropriate. 
During abrupt changes a non-zero value ~f Qk, 

chosen if possible from previous experience of 
channel behaviour, must be used. If Qk is kept 

too smal I or zero, filter divergence is possible 

through the computed error covariance P~Jk be­ 

coming unrealistically smal I. As a result the 

gain~~ is too smal I and insufficient weight is 

given to the innovation vk in (Sal, despite ~k-l 

being a poor estimate. Divergence may also result 
from model deficiencies such as truncation of the 
channel impulse response, a poor value for cr2 or 
an oversimplified noise model. Short-word-length 
computation may contribute additional inaccuracy. 
A mechanism for adjusting the filter to prevent 
divergence and accommodate channel time-variations 
without unduly impairing the steady-state perfor­ 
mance is therefore needed. 

Leondes and Pearson (Ref.16) classify methods 
for improving Kalman filter performance in an un­ 
certain environment into bounding techniques, 
multiple-criteria techniques and adaptive estima­ 
tion. Bounding techniques attempt to lower the 
estimation error below an acceptable value with­ 
out necessarily minimizing it. Multiple-criteria 
techniques design the filter on a performance in­ 
dex which includes both estimation error and fi 1- 
ter sensitivity. Adaptive estimation involves 
either simultaneous estimation of the uncertain 

In a survey Mehra (Ref.17) divides the me­ 
thods of adaptive estimation into four categories: 
Bayesian, maximum likelihood, correlation and co­ 
variance matching. Of these, covariance matching 
is chosen for the channel estimator because it 
avoids specifying which parameters of the model 
are in error, and what their prior probability 
distributions are, by lumping al I errors into the 
process-noise covariance or error covariance of 
the filter. The basic idea behind covarience-match­ 
ing techniques is to make the filter residuals con­ 
sistent with their theoretical covariances. 

Consider the mean-square value of the filter 
innovation vk at time kT, from (8b) 

[ 2] _ [ T ~ 2] E vk - E (zk - _r:k :::k-1) 

[ T T A 2] 
= E <::\ ~k + nk - _r:k ~k-1) . 

If al I the estimated message symbols in _r:k are 
correct, 

Since {nk} and {sk} are independent sequences, 

~ 
where the estimation error is ~klk-l 

( 13) 

. ~ ~ T 
An estimate of ~klk-l ~klk-l is the computed 

error covariance P~lk-l from the channel estima­ 

tor. The denominator of the gain equation (Sc) 
provides an estimate of the innovation variance 
(13). This property is the basis of covariance 
matching for adaptive Kalman filters. The pro­ 
cess-noise covariance Qk, or the error covariance 

P~ I k- l, is adjusted to produce consistency be­ 

tween the actual variance of vk and the variance 

predicted from the denominator of the gain equa- 

8 A. TR. Vol. 13, No. !, 1979 



Kalman Filter Equalization 

tion (Sc). In this manner filter divergence is 1.00 
prevented and the channel estimator can adapt to 
a time-varying channel. 

Representative covariance-matching techniques 
have been presented by Jazwinski <Ref.18), Nahi 
and Schaefer (Ref. 19), and Quigley (Ref.20), 
Jazwinski computes a positive-definite diagonal 
Ok at each step, determined to produce consis- 

tency between the innovations and their statis­ 
tics. To enhance the statistical significance of 
the estimate of Ok' a smoothing operation can be 

performed. Nahi and Schaefer increase or reduce 
P~!k-l when v~ is beyond lower or upper thresh- 

olds. The thresholds are chosen according to a 
Neyman-Pearson criterion, based on the predicted 
innovation variance. However, this technique is 
not applicable as it stands if the probability of 
the channel changing in a given sample interval 
is smal I. Quigley merely increases Ok by a fixed 

amount whenever v~ is more than a specified mul­ 

tiple of the variance c!-P~!k-l'Ck + o2 given by 
the filter equation (Sc). 

Of these three decision-directed methods, 
that of Quigley was chosen for its simplicity. 
Computer simulation on time-varying channels 
shows that the method performs adequately. At 
sample instant kT, the adjustment algorithm ex­ 
amines 

( 14) 

and sets Ok to q I instead of zero [ n the covar t­ 
ance-updating equation C.Sdl if J k exceeds a 

threshold TH. The threshold may be chosen to gtve 

a specified probabi I ity of adding qi unnecessar­ 
i \y when the filter is accurate, if the distri­ 
bution of vi is assumed. Alternatively it is ad- 

justed empirically, as is q. With a sensible 
choice of q and TH' the adaptive channel estima- 

tor can track a slowly time-varying channel with 
MSE close to the minimum possible. Yet, because 
of the decision-directed nature of Quigley's me­ 
thod, it can rapidly adapt to abrupt time-varia­ 
tions. In the fol lowing results the threshold is 
5, corresponding to a 2.5% probabi I ity of in­ 
creasing P~!k-l unnecessarily. 

5. RESULTS OF EQUALIZER SIMULATION 

Some results of computer simulation of the 
adaptive message estimator are reported in this 
section. Emphasis is on the initial convergence, 
and adaptation to a time-varying channel. A more 
comprehensive set of results for the adaptive 
message estimator is given in Ref.7. The results 
are for a SNR of 30 dB, a typical figure on the 
switched telephone network (Ref.13), and the 
channel vector of Fig.4. The MSE of the message 
estimates is used as a performance measure of in­ 
itial convergence and adaptation of the equalizer. 
For this particular channel the MSE has been shown 
to be a good indication of error rate (Ref.7). 

0.10 

MSE 

0.01 

:\ 
'I 
'I 

2 \ \ 3 

1. ADAPTIVE MESSAGE ESTIMATOR q=G 
2. DECISION FEEDBACK RLS EQUALIZER 
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(n = 13. I= 0. D = 8) 
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EQUALIZER (n = 13.1 = 5. D = 6). 6 = 0.015 
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', 
'~, "" ,,.. .• ~-- •.. ',..,,, , ..•.... 3 
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'--~l_ 
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, ' 
I 

MMSE-1 
0.001 1---------'--------~-----­ 

o 
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WO 
TIME IN SAMPLING INTERVALS 

Initial convergence. 

100 

Figure 6 shows the initial MSE convergence in 
training of the adaptive message estimator. The 
initial conditions are 8o!o = 0, Polo= I, 

PO!O = I and {0 = [0 .... 010 .... o]T, where the one 

corresponds to the largest coefficient in the 
samp I ed c hanne I imp u I se response. This ref I ects 

I ittle prior knowledge of the impulse response 
other than the length N for model I ing and the po­ 
sition of the peak of the impulse response. In 
practice, system measurements may provide a bet­ 
ter initial estimate of the channel, and so im­ 
prove the initial convergence over that reported 
here. Since transmission starts at time T, the 
channel estimator does not begin estimating the 
channel vec+or unti I time NT. 

The initial convergence is compared with that 
of a TDL equalizer, adjusted by recursive least 
squares (Refs.7,8) or a steepest-descent method 
(Ref.2). Recursive least squares (RLS) for these 
TDL configurations is comparable with the adap­ 
tive message estimator in the amount of comput­ 
ing per sample interval. The results in F[g.6 
were obtained by averaging the MSE of 25 indepen­ 
dent runs at intervals of 10 samples. In compar­ 
ing results for different equalizers, a simi Jar 
MSE does not necessarily imply asimilar error 
rate. The minimum mean-square error CMMSE) of 
each equalizer configuration is shown on the fig­ 
ure. The adaptive message estimator converges 
taster than either the RLS equalizer or the stee­ 
pest-descent equa I i zer. If convergence to within 
about 5% of the minimum MSE is considered, the 
adaptive message estimator has converged in 90 
sample intervals, less than half the time taken 
by the RLS equalizers. The steepest-descent equal­ 
izer performs poorly in comparison with the other 
equalization schemes. 
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Fig. 7 

Figure 7 shows the effect on MSE of a change 
'in the sampled channel impulse response, after 
500 sample intervals in the training period, 
equivalent to a sudden shift of 0.2T in the sam­ 
p I i ng instant. This examp I e i I I ustrates the ad­ 
aptive message estimator's abi I ity to recover 
from abrupt changes in the channel vector. The 
recovery time decreases with increasing q, but 
the ultimate MSE increases. Selection of q rep­ 
resents a trade-off between these two factors. 
The range of q tested suggests that the equal­ 
izer recovery changes only slowly with the choice 
of q. A q of 10-4 offers the best compromise of 
the three values used, with convergence to with­ 
in 5% of the minimum MSE some 80 sample inter­ 
vals after the timing shift. 

To investigate the sensitivity of the adap­ 
tive message estimator's performance to q, the 
channel model is simulated with timing jitter. 
The timing jiter is model led by·a random walk, 
with reflecting barriers, in sampling the chan- 
nel impulse response to give tha channel vector 
(Ref.7). The timing jitter is constrained within 
I imits to avoid a loss of synchronization of the 
received data {zk}. In practice timing jitter is 

dealt with by a suitable timing recovery circuit 
and does not usually present a serious fmpairment 
to data transmission. However, it is suitable for 
testing the equalizer's performance when there 
are frequent, smal I changes in the channel vector. 
The results of the simulation with timing jitter 
as wel I as those for a time-invariant channel 
(Fig.8), confirm that the MSE of the adaptive mess­ 
age estimator is relatively insensitive to the 
choice of q. With timing jitter, there is an in­ 
crease of about 10% in MSE for q an order of mag­ 
nitude different from the optimum q. 

6. CONCLUSIONS 

The discrete Kalman filter has been applied 
to equalization of time-varying communication 
channels, A message estimator is used to yield 
an unbiased I inear minimum~MSE estimate of the 

message sequence {sk}. An adaptive Kalmah filter 

in a decision-directed arrangement estimates the 
channel vector Sk tor use by the message estima- 
tor. Any changes in Skare model led as a white 

process noise, whose covariance is adjusted to 
produce consistency between the observed innova­ 
tions and their variance as computed by the fi 1- 
ter. This adaptive structure has the advantage 
that the equalizer can respond quickly to chan­ 
nel time-variations without the penalty of a 
greatly increased MSE, 

0.10 

MSE 

0.01 

1. TIMING JITTER. SNR = 20dB 
2. TIMING JITTER. SNR = 30dB 
3. TIME-INVARIANT CHANNEL. SNR = 20dB 
4. TIME INVARIANT CHANNEL. SNR = 30dB 

0.001 L---~--:'-:;----:-----L--L-L--~-- 
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10-2 10-3 10-4 10-5 

MSE of the adaptive message estimator 
against q. 

The message symbol estimate xN has been re­ 

lated, through the error covariance matrix, to 
the message symbols and noise samples, al lowing 
bi as, i ntersymbo I interference and an upper 
bound on the probabi I ity of error to be calcula­ 
ted. The probabi I ity of error for the message 
estimator compares favourably with a transversal 
equalizer, but is significantly higher than that 
for a decision feedback equalizer, 

The performance of the adaptive message es­ 
timator has been compared with that of recursive 
least-squares and steepest-descent equalizers on 
an example channel. The adaptive message estima­ 
tor initially converges in about half the time 
taken by the recursive least-squares equalizer, 
both equalizers being significantly quicker than 
the steepest-descent equalizer. The adaptive mess­ 
age estimator has a fast recovery time from sig­ 
nificant time-variations in the channel. Its re­ 
covery time, and MSE when the channel is time-in­ 
variant, are both relatively insensitive to the 
covariance of the process noise Qk used in the 

channel estimator, These conclusions, based on one 
example channel, are supported by computer simula­ 
tion on other channels (Ref.7). The convergence 
rate of the adaptive message estimator, and of the 
other equalizers, depends to a large extent on the 
particular channel. 

The number of numerical operations per sample 
interval for the adaptive message estimator is 
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dominated by a term in N2, where N is the number 
of channel coefficients being estimated. The re­ 
cursive least-squares equalizer has asimilar a­ 
mount of computation. In comparison, the amount of 
computation increases I inearly with the number of 
taps for the steepest-descent equalizer. A topic 
of future research Ls the possible application 
to the message estimator of the 'fast Kalman es­ 
timation' techniques recently developed by 
Falconer and Ljung (Ref.21). These techniques 
offer the same convergence rate as conventional 
Kalman filter implementation, but with fewer nu­ 
merical operations per sample interval. 

In summary, the adaptive message estimator is 
suitable when the channel is rapidly time-varying 
or a short training period is essential, there­ 
fore justifying the amount of computation re­ 
quired. 
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Linearity of Light Emitting Diodes for Analogue Optical 
Fibre Links 
R. W. A. AYRE 
Telecom Australia Research Laboratories 

Optical fibres have frequently been proposed as a transmission medium 
for wideband services, and a variety of techniques is available to modulate 
a wideband analogue signal onto an optical carrier. The simplest of these is 
direct intensity modulation of the light source, and can be achieved with 
Light Emitting Diodes (LEDs) or Laser Diodes by modulating their operating 
current. However, these devices have nonlinear characteristics and are lim­ 
ited in their available output power. This paper describes the results of a 
series of tests on some commercially available LEDs to determine what levels 
of distortion and noise can be achieved on analogue links using these devices. 
Also included is an introduction to the sources of nonlinearity in LEDs and to 
the dominant sources of noise on analogue optical fibre links. 

It has been found that with all of the LEDs tested, it is possible to 
meet the performance standards for nonlinearity and noise defined for a Main 
Video Link over a fibre length of 2 km without needing to resort to distor­ 
tion compensation schemes. 

1, INTRODUCTION 

One of the applications frequently proposed 
for optical fibres is as a tra~smission medium 
for wideband services, such as television sig­ 
nals. There is a wide variety of modulation 
techniques that could be used to modulate an ana­ 
logue signal onto an optical carrie~; al I of 
those currently described involve intensity mod­ 
ulation of the optical carrier, usually by an 
intermediate electrical carrier signal, This in­ 
termediate signal may be an amp I itude modulated 
carrier (Ref. 1), a frequency modulated carrier 
(Ref.2), a pulse signal with information carried 
by modulation of the pulse frequency (Refs.3,4), 
pulse width (Ref.4), interval between pulses 
(Ref.5), or one of a variety of simi Jar techni­ 
ques, Al I of these involve a more complex and 
expensive coding or modulation scheme when com­ 
pared with the simplest scheme, which is direct 
intensity modulation of the optical carrier by 
the information signal, This is readily achiev­ 
ed with sol id state Light Emitting Diode (LED) 
or Laser Diode (LD) sources by modulating the 
current flowing in the source device. 

One objection to this technique in the past 
has been the poor I inearity of the devices a­ 
vailable, which introduces distortion components 
to the transmitted optical signal. A second has 
been the poor overa I I s i gna I to noise ratio a­ 
rising from a low level of transmitted optical 
power or sub-optimum receiver design. This paper 
describes the results of a series of measure­ 
ments made to determine what levels of distor­ 
tion and noise arise .i n analogue I inks using 
modern LED sources operating with I inear trans­ 
mitting and receiving circuits. Distortion com­ 
pensation schemes have not been considered. 
Measurements are presented on a number of devices 

manufactured by Be I I Northern Research. An intro­ 
duction to the causes of non I inearity in LEDs 
and to the dominant sources of noise on optical 
fibre I inks is included to help i I lustrate the 
design tradeoffs that must be made in the design 
of such I inks. 

In discussing the linearity of LEDs (i.e., 
I inearity in the relationship between LED current 
and optical power), it is important to make a 
distinction between the I inearity of an LED alone, 
the I inearity of an LED with a short fibre tai I 
attached, and the I i near i ty of a comp I ete LED­ 
fibre I ink. Various mechanisms within the LED give 
rise to non I inearities in the relationship between 
the LED current and the total radiated power, and 
other mechanisms cause the spatial distribution of 
the LED output power to vary, resulting in level­ 
dependent variations in the LED-to-fibre coup I ing 
efficiency. 

Thus a measurement of the LED I inearity made 
with a large-area detector mounted close to the 
LED wi 11 yield different results to a measurement 
made through a short length of fibre. Furthermore 
in a short length of fibre some optical pQwer is 
carried in modes that are rapidly attenuated, so 
it is possible for I inearity measurements on an 
LED coupled to a short length of fibre to yield 
different results to measurements made with a 
long length of fibre, From a systems point of 
view, it is the long-fibre results that are im­ 
portant. 

Thus all of the device linearity measurements 
presented in this paper were made through a long 
(2 km) length of fibre, In the theoretical dis­ 
cussion in the next section the mechanisms that 
affect the I inearity of the LED itself ar e dis­ 
cussed separately from the structural effects 
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that cause non I inearity through varying the coup­ 
I i ng efficiency. 

The results of I inearity and noise measure­ 
ments should be interpreted in the I ight of a 
particular system application for which an appro­ 
priate performance specification is defined. The 
common I y suggested app I i cation for ana I ogue fibre 

I inks is the point-to-point transmission of video 
signals over distances of a few km for non-broad­ 
cast services. A set of performance specifica­ 
tions for such services in Australia has yet to 
be decided, Accordingly, the set of performance 
specifications for a Main Video Link (Ref. 17) has 
been used as a reference in this paper; these 
specifications are quite stringent and are expec­ 
ted to be typical of the highest grade of service 
required in such applications. There is no sugg­ 
estion that the Main Video Link performance spec­ 
ifications could be met by analogue intensity 
modulated fibre systems over the distances for 
which these specifications normally apply - dis­ 
tances typ i ea I I y of severa I hundred km. 

2. THEORETICAL BACKGROUND 

2. 1 Non I inearity of LED Sources 

The generation of optical power in an LED is 
inherently a I inear process, in that a single 
photon is generated for each radiative recombin­ 
ation of an injected carrier, However, several 
factors affect the proportion of recombining 
carriers that undergo radiative recombination and 
the proportion of generated photons that are ab­ 
sorbed in the LED material, causing non I ineari­ 
ties in the relationship between the total LED 
output power and the LED current. The proportion 
6f fhe total LED output power that is coupled in­ 
to the fibre also varies with·the LED current as 
a result of spatial or geometric effects, causing 
further nonl inearities in the relationship be­ 
tween the LED current and the output power re­ 
ceived at the end of the fibre. 

One factor, the variation of the diode diffu­ 
sion admittance with injection level and with 
temperature can be eliminated by proper design of 
the LED drive(, A long I ist of factors combine to 
give super! inearity in the transfer characteris­ 
tics (i.e., the optical power increases at a fas­ 
ter rate than the LED drive current) at low drive 
currents and subl inearity (i.e., the optical power 
increases at a slower rate than the drive current) 
at high currents; these include 

variation of injection efficiency with injec­ 
tion level 

variation of the proportion of carriers recom­ 
bining in the depletion region 

variation of the internal quantum efficiency 
with both injection level and temperature 

variation of the internal photon absorption 
rate with temperature 

These affect the static I inearity and differential 
gain of the device and are discussed in detai I in 
<Ref. 6 l. 

The variation of carrier I ifetime with injec­ 
tion level alters the modulation bandwidth of the 
device, and thus can cause both differential gain 
and differential phase distortion in the device, 

(Refs.6,7,8). This effect is minimised if the mod­ 
ulation bandwidth of the LED is substantially 
higher than the bandwidth of the signal, Unfortun­ 
ately, when the device parameters of an LED are 
chosen to optimise the modulation bandwidth, a 
lower efficiency and lower optical power output 
are obtained. 

Finally, there are structural factors that af­ 
fect both the static I inearity and the differen­ 
tial gain of complete I inks through variations in 
the LED-to-fibre coup I i ng et f i c i ency. The design 
of high radiance LEDs is usually such that the PN 
junction is quite large compared with the active 
area of the diode, with a large annular contact 
to the N side on the top surface of the chip sur­ 
rounding and above the active area. A smal I area 
contact, typically 50µm diameter is made to the P 
side base of the chip and defines the emitting 
area. (Ref.9), At low current levels, the entire 
junction emits I ight, but at higher currents the 
injected current, and hence the optical power de­ 
veloped crowds to form a bright spot directly a­ 
bove the base contact, (Ref.10). Thus, if an op­ 
tical fibre is properly aligned over the base 
contact, the optical power coupled to the tibre 
wi 11 increase at a faster rate than the tota I op­ 
tica I power generated as the diode current crowds 
towards the region above the contact. (Ref. 11 ). 
This accentuates the super I inear characteristic 
of the diode, and also makes the I inearity of a 
diode-fibre combination somewhat dependent on the 
alignment of the diode and fibre, It is often 
difficult to obtain repeatable I inearity charac­ 
teristics for a diode-fibre combination unless 
great care is taken in re-aligning the fibre. 

2.2 Noise Sources 

Noise in optical fibre systems has been ex­ 
tensively analysed (Refs. 12, 13, 14). The analogue 
systems we are considering require moderate band­ 
width (less than 10 MHz) and a high signal-to­ 
noise ratio (> 45 dB). For such applications it 
is wel I established (Refs. 13,14) that the optimum 
receiver has an FET input receiving amp I ifier, 
although the new super-beta bipolar transistors 
have been claimed to perform as wel I (Ref.15). 

In these applications, the total system noise 
is dominated by shot noise on the receiving pho­ 
todiode current, with a smal I contribution from 
the thermal noise of the FET and the receiving 
amp I ifier feedback and biasing resistors. For 
such a system, the signal to noise ratio is ap­ 
proximate I y 

where 

I q 

ml 

( 1) 

DC photodetector current, A 

m = modulation index (i.e. ml 
current) 

-19 
1.6 x 10 coulomb 

p-p signal 

B = system bandwidth, Hz, (brickwall fil­ 
ter assumed) 

k = Boltzmann's constant 1.38 x 10--23 
joule/Ok 
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T absolute temperature, OK 
para I lei resistance at amp I ifier input, 
ohm, (including feedback R) 

C = total input capacitance, F 

gm= FET transconductance, A/V 

R 

The first denominator term is an approxim­ 
ation in that the shot noise actua I I y depends on 
the instantaneous photocurrent, rather than the 
average photocurrent. For smal I modulation in­ 
dices, or in situations where we require an es­ 
timate of SNR without a rigorous specification 
of the test signal it is a reasonable approx­ 
imation to use and the errors are smal I. The 
second term is the thermal noise on the biasing 
and feedback resistors at the input of the am­ 
pi ifier, and the third is the FET channel ther­ 
mal noise referred to the amp I ifier input as a 
noise current. <The remaining sources of FET 
noise are neg I igible for practical si I icon FETs 
at these bandwidths). Examination of the denom­ 
inator terms in equation (1) reveals that the 
spectral density of the shot noise and resistor 
noise components are flat, while that of the 
FET increases with frequency. 

In a typical application, we might require 

SNR = 50 dB unweighted and bandwidth= 10 MHz. 

We might use a FET with gm= 10 mA/V, a 1 m~ 
feedback resisto~ and m = 50%, and after summing 
al I contributions (FET, photodiode, etc.) in 
practice obtain a total input circuit capaci­ 
tance of 10pF. On the assumption that the I ink 
is fairly short (a few km) and that no peaking 
is needed in the receiver to equa I i se the fibre 
dispersion or LED bandwidth, the respective 
noise contributions are then: 

Shot noise 2.27 nA 

Resistor noise 0.41 nA 

FET noise 1. 21 nA 

for a tota I noise current of 2.6 nA 

DC photocurrent = 1.61 µA 

and signal current = 0.81 µA p-p 

tor an unweighted SNR of 49.9 dB. (p-p signal/ 
rms noise). 

Using a PIN photodiode, this photocurrent 
represents 3.6 µW of optical power, or~ - 25 dBrr 
Combinations for other bandwidths or signal-to­ 
noise ratios are readily calculable from equatior 
( 1). 

From this equation, it is obvious that signal 
to-noise ratio improves as we increase the modu­ 
lation index, or as we increase the total input 
power (and hence the photocurrent I), and as we 
reduce the bandwidth of the receiver. If the re­ 
ceived optical power is high, the shot noise terrr 
dominates and the signal-to-noise ratio fal Is 

I inearly with the received average power. With 
1-ower levels of received power, the amp I itier 
noise terms begin to contribute, and the signal­ 
to-noise ratio fal Is at a faster rate. Figure 1 
shows the results of a typical calculation using 
equation (1) assuming a PIN diode photodetector, 
and is a useful illustration of the caution one 
must use in extrapolating short-link SNR figures 
to I onger I inks. 
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Example of signal to noise ratio 
calculated from equation (1). 

3. THE TEST METHOD 

Linearity and noise tests were made on a com­ 
plete video I ink comprising an LED driver, LED, 
2 km fibre, PIN photodetector and FET input re­ 
ceiving amp I ifier, The relevant parameters of the 
fibre are summarised in Table 1. The I inearity 
measurements were confined to measurements of 
differential gain and differential phase, these 
being the most critical parameters in previous 
tests of optical fibre I inks carrying colour vid­ 
eo signals. 
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Fig. 2 
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i+ 100 
ov 

LED driver circuit. 

Each diode was supplied with bias from a con­ 
stant current source, and a current representing 
the modulating signal was negatively modulated 
onto the bias current, The modulator circuit is 
shown in Fig.2 and Fig,3 i I lustrates the loca­ 
tion of the bias point and the signal excursion 
relative to the diode characteristic for a typi­ 
cal diode, 

Notice that the modulator is AC coupled. This 
is reasonable in a test circuit where the average 
picture level does not vary. In a driver circuit 
intended to carry realistic video signals with 
varying average picture level, some form of DC 
clamping is necessary to restrict the signal ex­ 
cursion to the most I inear region of the diode 
characteristic, 
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16 

0.4 

BIAS POINT 

Each LED was mounted on a heats ink and was 
initially driven with a peak-to-peak signal cur­ 
rent of 30 mA superimposed on a bias current of 
95 mA, The fibre was carefully aligned to maxi­ 
mise the optical p0wer detected at the receiving 
end of the.fibre. 

The LED was th~n driven with a fixed signal 
current of 30 mA peak-to-peak and the differen­ 
tial gain and phase of the overal I I ink measured 
at various bias currents to determine the opti­ 
mum bias for each device. Figure 5 is an example 
of the results obtained in this test; for most 
of the devices a broad minimum between 70 mA and 
110 mA is found. 

50 100 
DIODE CURRENT mA. 

CCIR LINE 330 
TEST SIGNAL 

•• 

1 r TIME 

MODULATING CURRENT 

Fig. 3 Location of bias point and signal 
excursion on diode characteristic. 

The receiver circuit is shown in Fig.4. The 
overal I differential gain and differential phase 
of the LED driver and receiver cascaded are 
approximately 0.4% and 0.25° at 2 x normal signal 
level respectively; these figures are substan­ 
tially lower than those of the LEDs measured. 
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Example of distortion versus bias 
current results. 

Each LED was biased at or slightly above its 
optimum bias current thus determined, and driven 
with various signal currents. The output signal 
voltage, differential gain, and differential 
phase were then measured as the modulation depth 
was varied. Finally, with no modulation the lum- 
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inance channel noise and chrominance channel 
noise were measured so that the SNRs tor each 
modulation depth could be calculated. 

For some of the devices, the source-end of 
the fibre was intentionally misaligned in each of 
tour directions to induce an extra coup I ing loss 
of 3 ~B, and the differential gain measurement 
repeated. 

The test signal used was the standard Line 
330 video signal nominated by the CCIR (Ref. 16). 
This signal is composed of a 10 µS bar, fol lowed 
by a 200nS HAD pu I se of sine-squared shape, to I I - 
owed by a five-step staircase with superimposed 
signal at colour subcarrier frequency. The bar 
and staircase both reach the maximum video signal 
amp I itude, 100 units, while the superimposed sub­ 
carrier signal level is constant at 40 units 
peak-to-peak Differential gain was measured as 
the change in the amp I itude of subcarrier signal 
at the receiver as the staircase signal rises. 
Differential phase was measured as the change in 
the phase of the subcarrier signal as the stair­ 
case rises. In both cases, the peak-to-peak var­ 
iation was recorded. Both measurements were made 
on a Tektronix 521 A Vectorscope using a tul I 
field of the test signal. 

4. RESULTS 

Curves of optical power versus current tor a 
typical LED are presented in Figs,6,7, and 8. 
Figure 6 is the power-current characteristic tor 
the total emitted power measured with a large 
area detector mounted close to the LED. Figure 7 
is the same characteristic measured with a finer 
current resolution and plotted on log-log scales. 
Figure 8 represents the power coupled to a short 
length of fibre. 
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Figure 5 was discussed earlier in the paper; 
it i I lustrates the change in differential gain 
and differential phase as the LED bias current is 
varied with constant modulating current; a broad 
minimum between 70 and 110 mA is usually found. 
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The saturation effect at high currents is 
quite obvious in Figs.6 and 8. The deviation 
from I inearity at low currents is not obvious in 
these figures, but is quite apparent in Fig.7, 
where it is seen as a departure from unity slope 
at low currents. 
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D. gain and D. phase measurements c 
LED No.12477-6. 
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D. gain and D. phase measurements on 
LED No.12477-7. 
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Fig.11 D. gain and D. phase measurements on 
LED No.12477-8. 
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D. gain and D. phase measurements on 
LED No.12477-9. 

Fig.13 

Graphs of differential gain and differential 
phase versus current tor 2.1 km links using each 
of the BNP LEDs so tar tested are presented in 
Figs.9 to 13. Each LED was tested at its optimum 
bias current tor these graphs, this bias current 
being I isted in Table 2. However, in Fig. 12, the 
effect of operating at a current other than the 
correct bias current is demonstrated. For this 
particular LED the optimum bias current was found 
to be 80 mA. If it is operated at 95 mA, which 
was the optimum current for most of the LEDs tes­ 
ted, a substantial increase in differential gain 
is encountered. 

There is a wide spread in the performance ob­ 
tained from different LEDs, particularly in the 
differential gain performance. However, it is 
possible with each LED to meet the performance 
objectives for a Main Video Link (Ref. 17) i .e,, 
5% differential gain and 4D differential phase 
for modulation depths up to 30% and most can be 
driven harder. 

Fig, 14 
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D. gain and D. phase measurements on 
LED No. 124 77-10. 
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Effect of diode fibre misalignment. 

100 
Figure 14 shows the effect of slight misa- 

1 ignment between the diode and the fibre on the 
differential gain performance of the I ink. In 
each case, the misalignment caused an extra coup­ 
I ing loss of 3 dB relative to the peak coupled 
power. The range of differential gain values ob- 
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tained at any particular bias current and modula­ 
tion depth i I lustrates the need for very precise 
alignment between diode and fibre. 

Table 2 lists the signal-to-noise ratios in 
the luminance channel and chrominance channel ob­ 
tained for each of the tested diodes over the 
same 2.1 km I ink. The differences between the 
units are due to differences in the power coupled 
to the fibre. Two devices just fai I to meet the 
luminance channel SNR requirement of 58 dB for a 
Main Video Link (Ref. 17) at the modulation depth 
quoted, but would meet this requirement at a 
higher modulation depth. Al I devices meet the 
chrominance channel SNR requirement with a smal I 
margin, 

5. CONCLUSIONS 

The results presented in this paper can only 
be interpreted in the I ight of a particular sys­ 
tem application for which an appropriate perfor­ 
mance specification has been devised. The LEDs 
that have been tested give a sufficiently high 
power output with low distortion to be used in a 

I ink meeting Main Video Link performance speci­ 
fications over a distance of 2 km with currently 
available fibres. There is I ittle or no margin 
for LED degradation, but the fibre used has a 
smaller core diameter (and therefore lower coup­ 
led power) and slightly higher loss than one 
that would be selected tor video distribution 
app I ications. 

The Main Video Link specification is quite 
stringent, and signals meeting this standard 
would be given a very high rating in subjective 
viewing tests (Ret.18). It is I ikely that a 

I esser standard w i I I be set tor non-broadcast 
video distribution services, It this eventuates, 
the LEDs can be used at higher modulation depths 
to obtain longer I ink spans, 

A quite separate point also arises from 
these experiments. The non I inearity of a given 
LED depends quite critically on its bias point, 
and each diode should be carefully measured to 
determine its proper bias point before being put 
into service. Similarly, the alignment of the 
diode with its fibre has a strong influence on 
the nonlinearity of the link. One way of ensur­ 
ing this alignment would be to use diodes with 
short fibre tai Is properly aligned in the lab­ 
oratory or workshop and permanently attached to 
the diode cases, and to join these fibre tai Is 
to the long lengths of installed fibre. 

A variety of techniques have been proposed 
to improve the I inearity of analogue fibre I inks, 
including the use of optical feedback, comple­ 
mentary predistortion, and teed-forward compen­ 
sation (Ref. 19). Such techniques can reduce diff­ 
erential gain and differential phase distortions 
by a factor of at least four in ideal situations. 
However, the strong dependence of the I ink I in­ 
ear i ty on the alignment of the fibre with the LED 
can be expected to I imit the performance improve­ 
ment and the appl icabi I ity of such schemes in 
practical analogue fibre I inks. 
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TABLE 1 Fibre Parameters 

AWA Step Index Fibre 

Outer Di a meter 

Core Diameter 

N.A. 

Attenuation at 840nM 

Length 

130µM 

52µM 

0.2 

4. 7dB/km 

2. 1 km 

TABLE 2 Signal to Noise Ratios tor Various Diodes* 

Diode No. Luminance SNR dB Chrominance SNR dB Optim 
Bias Cur 

12477 -6 58. 0 53. 1 95 

-7 57.8 53.5 95 

-8 57. 8 52.7 90 

-9 60.4 56.4 80 

-10\ 62.0 57. 1 95 

* These results are tor 2.1 km I ink with optical loss of 9.9 dB. 
The LEDs were modulated at 30% modulation depth and biased at 
their optimum bias current as derived from I inearity measure­ 
ments. 

Modulation Depth m = l(slgnallP-P 
t(Blas) 
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Measurement of Group Path Variations of an 
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An ex-periment was conducted using the 1 KHz amplitude modulation on the 
4.5 MHz VNG standard frequency and time transmission to study differences 
occurring in the group path (delay) of the ionospherically propagated signals. 
Propagation modes involved both F-region reflection and scattering. The ex­ 
periment seeks to distinguish between F-region scatter and ground backscatter 
by the differences in relative propagation delays of the modes. The method 
was found to be limited by frequency selective fading which distorts the mod­ 
ulation envelope. The results indicate however that direct F-region scatter 
is the main scatter mode for the given ex-perimental conditions. 

1 . I NTRODUCT I ON 

H.F. Standard frequency and time transmiss­ 
ions a~e used to compare, at long distances, the 
stabi I ity of other osci I lators (using the carr­ 
ier signal), and to synchronise clocks (using 
the modulation). Propagation through the ionos­ 
phere I imits the accuracy of the received carr­ 
ier because of phase path changes introduced by 
the ionosphere, The phase path is related to the 
transit time of a surface of constant phase in 
the medium (Davies, (Ret.1)). These phase path 
changes are due to temporal variations in the 
underlying ionization as wel I as changes in the 
retlection height. 

Phase path variations have been measured us­ 
ing the VNG signals by Joyner (Ref.2). Corne I ius 
et al (Ref.3) show Doppler frequency shifts 
(time rate of change of phase path changes) ob­ 
tained from the VNG signals. The I imits of accu­ 
racy of the received carrier imposed by ionos­ 
pheric propagation tor the VNG 12 MHz signal re­ 
ceived at Townsvi I le is discussed by Heron and 
Rose (Ref. 4). It was cone I uded that averaging 
tor about 1 hour gives a 0. 1 Hz accuracy, depen­ 
ding on the time of day. 

The amp I itude modu I at ion is a I so at tected by 
ionospheric propagation. The group path in the 

* Current address 
Ionospheric Prediction Service, 
P .0. Box 702, 
Darlinghurst, N.S.W. 2010. 

ionosphere is now important. This is related to 
the transit time of a wave packet (modulation). 
In an ionized medium the group path for a signal 
is longer than the true path as the pulse is 
slowed or retarded in that medium. The group path 
is the distance covered in tree space it the 
wave packet had trave I I ed with the tree space ve- 

1 oc i ty, (Davies, (Ref.l)). The theorem of Breit 
and Tuve (e.g. Davies (Ref. 1 )), can often be eas­ 
ily used to estimate the time of flight or group 
pa·th of an ionospherical ly propagated signal. 

This paper describes a simple experiment de­ 
signed to measure the propagation delay of the 
modulation on the 4.5 MHz VNG standard frequency 
transmission. The purpose of the experiment was 
to test for the existence of a direct F-region 
scatter reflection mode proposed by Corne I ius et 
al (Ref.3), using the modulation delay to distin­ 
guish between ground backscatter and direct F­ 
region scatter. 

The determination of group path is possible 
however, from phase path measurements alone. The 
group path can be found from measurements of the 
phase path variations of a carrier and its side 
bands (Toman, (Ret.5)). This method is currently 
being developed and should prove to be a more 
accurate method tor determining the group path. 

2. EXPERIMENTAL 

The 4.5 MHz VNG signal was received at La 
Trobe University (37° 431S, 145° 3.3'E, geogra­ 
phic coordinates) at a ground distance of about 
40 km, resulting in near vertical reflection. The 
VNG signal is double side-band amp I itude modula- 
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ted each second (except for the 59th second each 
minute) with a 1 kHz signal whose length is con­ 

-t ro l led as follows. For seconds 1 to 55 each min­ 
ute, the modulation is 50 ms long, for seconds 55 
to 58 each minute the modulation is 5 ms long, 
and the second O or 60 has modulation 500 ms long. 
The 1 kHz modulation on the 4,5 MHz signal was 
detected and the variations in the delay found by 
comparing the time the received modulation corn­ 
menced with the edge of a one second pulse from a 
local standard osci I lator, The one second pulses 
generated from the local standard osci I lator were 
not synchronized with the transmitted tone so 
relative delay only was measured, The length of 
the modulation bursts were also measured each 
second, These values were punched directly onto 
paper tape for computer analysis, 

Apparent errors in the modulation delay due 
to variations in the RF signal level need to be 
reduced as much as possible. In order to achieve 
this the receiver incorporated an AGC with a 
time constant of 4.7 ms which can hold the IF 
output I eve I constant for s i gna I I eve Is down to 
1 microvolt. 

The rece1v1ng antenna was a tuned loop, dup- 
1 icating the experimental conditions discussed by 
Cornelius et al (Ref.3). Doppler spectrum and 
signal level were also recorded. Local ionograms 
were not available due to a malfunction. The ex­ 
periment was carried out over several nights, the 
results from night to night not being signifi­ 
cantly different, 

3, INTERPRETATION OF POSSIBLE RESULTS 

Measurement of the modulation delay and length 
under single-hop F-region reflection conditions 
provides a reference for the same measurements un­ 
der scatter conditions. The case of the signal re­ 
turned by direct F-region backscatter is consid­ 
ered first. 

The exact location of the scattering irregu­ 
larities in the F-region is uncertain, however the 
irregularities are assumed here to be near over­ 
head and near the peak of the layer. If this is 
the case, then as the reflection point approaches 
the peak of the layer, the modulation delay would 
increase as the group retardation increases. When 
scattering commenced the delay would be I ittle 
different, As the critical frequency of the 
layer further fel I the modulation delay would 
gradually return to a value near that correspon­ 
ding to F-region reflection before group retard­ 
ation became large. This delay and subsequent 
values depend on the nature and location of the 
irregularities and the critical frequency of the 
layer. 

It the signal were returned via ground back­ 
scatter involving two ionospheric reflections 
then the fol lowing sequence of tone delay would 
be expected. As the reflection point approached 
the peak of the layer the modulation delay would 
increase as before. When the group path approa­ 
ched infinity (peak reached) the ground back­ 
scattered signal, scattered from the edge of the 
skip zone, would be the first received return. 
That is, reflection from overhead is no longer 
possible, but an oblique ray can be reflected, 
This ray hits the ground at a minimum range cal­ 
led the skip distance (minimum distance for 
trans-ionospheric communication under these cir- 

cumstances). At this point some of the energy is 
scattered in a I I directions and some energy may 
return to the receiver via the same path 
(Dieminger, (Ref.6)). When this occurs the path 
length has doubled or increased by at least twicE 
the height of the layer. This corresponds, for a 
300 km reflection height and no group retarda­ 
tion, to an increase in delay of at least 2 ms. 
However for more oblique backscatter, from grounc 
ranges further from the skip zone edge, reflec­ 
tion height and retardation fall, but range in­ 
creases. As the critical frequency of the layer 
fal Is the backscatter return wi I I be received 
from greater ranges corresponding to larger mini• 
mum zenith angles of reflection. At no time woulc 
the delay approach that due to a single F-region 
return. 

A combination of direct F-region and ground 
backscatter would give delay figures as expected 
for F-region scatter as these are returned first 
However the modulation length would be increased 
by the time difference of the first F-region and 
most distant ground return. This pulse length in­ 
crease could be up to 10-15 ms (e.g. Earl and 
Bourne, (Ref.7)) corresponding to the delay from 
low angle backscatter. 

4. RESULTS 

The experimental results of one morning only 
will be discussed, that of 28 October, 1975. The 
signal strength record indicates a substantial 
drop in level occurred between 0242 and 0245 
hours (the signal level is shown In Figs.1 and 
2). The Doppler spectrum shows a transition from 
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Modulation delay data for 28 October, 
1975, 4.5 MHz. 
The vertical line indicates the time 
of transition to scatter reflection. 
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a narrow spectrum (one or few reflection points) 
to a broad spectrum (indicating many reflection 
points) at 0243 AEST, and that this broad spec­ 
trum was received unti I 0536 hours. This kind of 
spectral record is indicative of a scatter mode 
(Corne I l us , (Ref.3)). The ionosonde data from 
Canberra is shown in Fig.1 (a). It is expected 
that the ionospheric parameters for Beveridge 
would be lower than those at Canberra due to a 
north-south gradient in electron density. 
Corne I i us et a I ( Ref. 3), shows Canberra and 
Beveridge data for October 1973. It is seen that 
the variations were simi far but the Canberra 
values were consistently larger. To reduce the 
Canberra fxF2 data for Beveridge as shown in 
Fig.1 (a) approximately 0.25 MHz should be sub­ 
tracted. If this is done the two scatter trans­ 
ition points correspond we I I to the fa I I and in­ 
crease in fxF2. These conditions correspond to 
the onset of a scatter reflection mode as dis­ 
cussed by Cornelius et al (Ref.3). Figs.1, 2, 3, 
4 and 5 show the modulation delay, length and 
related data grouped into five minute periods 
with the average delay and length shown twice 
for easy comparisons. 

The maximum number of counts possible using 
the leading edge of al I length tone bursts was 59 
per minute or 295 in five minutes. Most totals 
were wel I under this maximum due to triggering of 
the counter by unwanted signals. 
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The raw numbers from the counter were pro­ 
cessed via a window in the computer program such 
that only those numbers within a certain range of 
the expected delay or length were accepted and 
included in the average. The computer window ap­ 
p I i ed to the de I ay data a I I owed numbers between 
25 ms longer and 10 ms shorter (compared to the 
value during reflection). This is long enough to 
include signals resulting from even distant gr­ 
ound backscatter (up to 15 ms absolute delay). 
The number of values satisfying this criterion in 
each five minute interval is shown in Fig.1 (c), 
together with the standard deviation of the num­ 
bers within the five minute period. 
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Fig.5 DP-lay and length data distributions for 
three 5 minute intervals. 

The window tor the modulation length al lowed 
lengths between 40 and 80 ms to be included in 
the average, Again this a I I ows tor I engths due to 
a combination of F-region and ground scatter ef­ 
fects. The number of values satisfying this cri­ 
terion in each five minute period are shown in 
Fig.2 (c), The maximum possible number of 50 ms 
counts per minute is 55, or 275 in five minutes. 

The standard deviations were often as large 
or larger than the effect that is being looked 
for. The standard deviation is considerably larger 
during the scatter times and the smallest when re­ 
flection recommences Gt about 0530 hours. As some 
of the distributions are non-Gaussian the most 
probable value is also shown plotted in Figs.3 and 
4. Figs.I and 2 show only the average of each five 
minute distribution. When the scatter condition 
reverts back to reflection at about 0530 hours, 
the s i gna I strength was very sma I I . The number of 
values of delay fal I ing in the window during this 
time was too smal I and their deviation too large 
to be useful for study. It is possible that under 
these conditions the receiver AGC is responding 

to unwanted signals within the receiver bandwidth 
rather than the VNG signal. At times before and 
after the transition at 0243 hours however, suff­ 
icient values fal I within the window to permit 
study. 

At 0243 hours no increase in delay by 2 ms 
occurs in either the average or most probable 
value, (see Fig.3). A step increase in delay 
would have been expected if a simple transition 
from F-region reflection to ground backscatter 
occurred. 

For direct F-region scattering near the peak 
it would be expected that the modulation delay 
would return to a value showing less group delay 
than the value when fxF2 was very close to 4.5 
MHz. It is seen that the average delay continues 
to increase, showing about 5 ms more apparent 
delay than the reflection case. 

The most probable value shows a large in­ 
crease in delay wel I after scattering commenced, 
then returns to a value near that soon after 

24 A. T.R. Vol. 13, No. I, 1979 



lonospherically Propagated H.F. Signal 

scattering commenced (0325 hours). On the basis 
of the average delay (up to 0330 hours only being 
considered; after this time there are too few 
numbers in the window) showing a large increase 
in range, ground backscatter could be proposed. 
However, the delay can show apparent variations 
it the modulation depth changes from second to 
second for relatively long times. It the modula­ 
tion depth is smal I then the triggering of the 
counter occurs later as it takes a longer time 
before the tone envelope voltage reaches the 
fixed trigger value of the comparator. This 
causes an apparent increase in delay. 

Vi sua I observations with an osc i I I oscope of 
the ti ltered audio showed that this was often the 
case: the audio level could remain low tor al I 
the modulation period, The effect is not simply 
related to broad band fading as the AGC could 
cope with even fast changes in s i gna I I eve I . It 
is wel I known, however (e.g. Terman, (Ret.8) ; 
Davies, (Ref.9)), that selective frequency fad­ 
ing can cause apparent distortion of a double 
side band signal due to the different frequency 
components fading independently. This effect 
would be more noticeable under scatter conditions 
where many 'reflection' points exist and wave in­ 
terference due to differing phases can result in 
frequency-selective fading being observed. 

It the carrier fades with respect to both 
side bands then over-modulation can occur. This 
was also observed from time to time but it was 
not as general as 'undermodulation', On some oc­ 
casions the modulation was barely visible. The 
conclusiveness of this experiment is ultimately 

I imited by this effect. 

It is useful to observe the distribution of 
the one second counts within each five minute 
period. A selection of these are shown in Fig.5. 
The histograms show the number of counts within 
each 500 µs i nterva I between the I i mi ts of the 
window. The vertical scale representing the num­ 
ber of counts is a convenient size for each dis­ 
tribution. The distributions tor mcdulation de­ 
lay and modulation length tor three times during 
the night are shown representing reflection, 
scatter, and reflection conditions again later 
in the morning. The data shown in Fig.5 (c) and 
(d) was recorded approximately twenty minutes 
after the scatter propagation commenced, cor­ 
responding to the arrowed time in Figs. 1 and 3. 

An effect of the 1 kHz modulation is that 
_ the counter tends to trigger p referent i a I I y at 

1 ms intervals. This can be clearly seen in 
Fig.5 (e) where the number of counts was zero in 
a½ ms interval, yet the number of counts in the 
intervals on either side was 156 and 74. This 
effect was due to the period of the modulation 
being 1 ms. The voltage comparator triggers at a 
fixed voltage level, however the voltage only 
increases each 1 ms. The comparator therefore is 
most I ikely to trigger from second to second at 
d it f ererrt 1 ms intervals as the audio amp I itude 
varies from second to second, 

During reflection conditions Fig.5 (a) shows 
a non-Gaussian distribution with mode 23.75 ms 
and average of 24.62 ms (50 to 15 ms window or 
24.39 ms for a 35 to 20 ms window). This type of 
distribution is common (see Fig.3) where the 
most probable values (mode) have less delay than 
the average. The side of the distribution repre­ 
senting minimum delay tor the distribution has a 
sharper edge. This perhaps represents delays 

suffering mini ma I fading and hence cont i ned to a 
narrow interval determined by the group range. 
The drawn out values representing apparent in­ 
creased delay (to the left) show the effects of 
varying amounts of fading. The mode of the dis­ 
tribution would be as meaningful as the average 
tor this reason, Note the very sharp distribu­ 
tion recorded after reflection recommenced at 
about 0600, the corresponding modulation length 
data is also comparatively narrow. This indi­ 
cates an absence of multiple echoes and resul­ 
tant interferences. 

The reason tor the tone length distributions 
not being centred at 50 ms was due to the decay 
time constant of the envelope smoothing circuit. 
Fig.5 (d) shows the effect of selective frequen­ 
cy fading in that the average and mode have been 
shifted to a smaller value. This is due to un­ 
dermodulation reducing the timed length because 
of the finite rise time of tone. On this basis 
the peak in Fig.5 (c) tor tone delay is also 
showing greater apparent delay than that just 
due to group path. 

Referring to Fig 5 (c\ when reception is via 
a scatter mode, although the main peak has moved 
towards longer delays compared to the distribu­ 
tion at 0200 many returns have the same time de­ 
lay where mcst of the returns were received in 
Fig.5 (a) (arrowed) corresponding to direct F­ 
region reflection. This suggests that even it 
the main peak at 0300 is due to backscatter that 
some returns appear to come directly from the F­ 
reg ion. It cou Id be considered that some direct 
F-region returns were recorded with a majority 
of ground backscatter. Alternatively the in­ 
creased delay of the peak might be due to fading 
as described above. 

The possibility that the peak of the distri­ 
bution shown in Fig.5 (c) corresponds to a 
ground backscattered echo w i I I now be considered. 
The expected virtual range of such an echo can be 
determined using Snel 11s Law of refraction and an 
expression tor the group delay in the ionosphere 
(neglecting the magnetic field) obtained by inte­ 
grating the group refractive index along the ray 
path. An exact expression of group delay can be 
found tor an assumed parabolic layer (Croft and 
Hoogasian, (Ref. 10)). Snel I's Law is used to com­ 
pute the angle of incidence to the p er-o bo l ic 
layer necessary tor the ray to become horizontal, 
whereby it can be propagated out of the layer and 
strike the ground at some distant point. The 
range to the base of the layer is calculated and 
the contribution to the group path of the ray in 
the ionosphere found using the method of Croft 
and Hoogasian, (Ref.10). Twice the group path to 
the point the ray strikes the ground near the 
edge of the skip zone gives the backscatter group 
path. 

In order to determine the group path the 
height of the peak of the layer and the layer 
thickness must be determined. As ionograms were 
not avai I able from the local station the Canberra 
ionograms were used, it being assumed that the 
main difference between the ionosphere above Can­ 
berra and near Melbourne was the critical or 
plasma frequency. The plasma frequency was deter­ 
mined using the time when txF2 dropped below 4.5 
MHz and assuming it decreased at about the same 
rate as the Canberra value. The plasma frequency 
was taken to be 3.45 ± 0.05 MHz at 0300 hrs in 
the calculation, The Canberra 0300 hrs ionogram 
was reduced to a true height proti le, that is 
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converted from virtual or group height vs. fre­ 
quency to "true height" or e I ectron density --1,'.S. 
frequency using the method described by 
Titheridge (Refs. 11 and 12). This resulted in a 
profile that could be wel I approximated for the 
calculation by a parabolic F-region of peak 
height 294 km and thickness 140 km. 

The calculations show that the ray cannot be­ 
come hor i zonta I in the I ayer and hence propagate 
to the ground unless the zenith angle of the ray 
is 43 degrees, The minimum group path occurs when 
the zenith angle is 58 degrees giving a total 
backscatter path of 1880 km, This corresponds to 
a ground scatter at a distance of 770 km. 

In order to test if the distribution of Fig. 
5 (c) could be due to ground backscatter we must 
now determine the path length represented by the 
peak of the distribution. This would normally be 
best done by noting the group path under reflec­ 
tion conditions then adding the extra range under 
scatter conditions or by having the local clock 
supplying the 1 second pulses synchronized with 
the transmitted tone burst. Neither of these me­ 
thods were possible. In this case we can use the 
delay due to reflection from a sporadic-E layer 
which was present during part of the night (also 
confirmed by Canberra ionograms) and which in­ 
variably has a group height between 100 and 120 
km. Reflection from sporadic-E occurred for a­ 
bout 10 minutes near 0420 hrs giving returns 
from a much reduced delay i.e. much lower than 
F-region (see Fig,2) and showing increased sig­ 
nal levels. There is little doubt that these 
signals w~re trom a sporadic-E (Es) layer pass­ 
ing overhead, Assuming the peaks of the distri­ 
butions from the Es layer correspond to approx­ 
imately 110 km group path then the delay in Fig. 
5 (c) can be estimated from the increased delay 
over the Es delay plus that of the Es path it­ 
self, The extra delay is 6,25 ms corresponding 
to a group path increase of 1875 km. The total 
path at 0300 hrs becomes 1875 + 2 x 110 
2095 km. 

scatter, and that the extra delay does not appear 
to be due to ground backscatter. Unfortunately the 
conclusiveness ot this experiment is I imited by 
the widths of the distribution shown in Fig.5 
which are due ultimately to wave interference re­ 
sulting from multiple reflection points. Direct F­ 
region scatter appears to be observed in prefer­ 
ence to ground backscatter, for the given experi­ 
mental conditions. 
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New Hardware Realisation of a Transversal Filter 

K. S. ENGLISH 
Telecom Australia Research Laboratories 

Methods of implementing transversal filters for processing continuous 
signals at audio frequencies are reviewed and a new implementation is des­ 
cribed. The proposed structure achieves a hardware simplification by slightly 
separating the sampling interval from the unit delays and is particularly 
suitable for applications such as adaptive filtering where the filter co­ 
efficients must be digitally programmable. 

1. INTRODUCTION 

The term transversal filter is applied to any 
filter in which the output is generated from a 
weighted sum of delayed versions of the input. 
Transversal filters are particularly useful in 
applications requiring synthesis of arbitrary 
time-domain responses. Some representative appl i­ 
cations in the communications field are pulse­ 
forming and equalizer circuits, in frequency 
bands ranging from sub-audio through to UHF. 
Transversal filters are also fundamental bui I ding 
blocks in adaptive filters, where simple correl­ 
ation techniques are used to adapt the filter co­ 
efficients so as to track the response of an ex­ 
ternal circuit. Many diverse applications exist 
for adaptive filters, including adaptive equal­ 
ization of data channels (Ref. 1) or room acous­ 
tics, echo cancellation (Ref.2) and noise sup­ 
pression (Ref.3). Adaptive filters have been 
widely studied and technical feasibi I ity of such 
systems has been established. However, many ele­ 
gant applications for adaptive filters have 
failed to achieve commercial status solely on 
economic grounds. Contributions from L.S. I. 
technology wil I help to reverse this trend, but 
there is sti I I a need for simple structures tai­ 
lored to particular applications without requir­ 
ing customised components. 

The present paper describes a new structure* 
for a low-cost transversal filter, meeting the 
fol l ow l nq broad specifications: 

( i) operation to be at audio or sub-audio 
frequencies, 

(ii) filter coefficients must be digitally 
programmab I e, 

(iii) the output must be a continuous (i.e. 
not sampled) signal. 

These specifications are representative of many 
problems in the fields of communications and 
control. The intended application for the pro­ 
posal is a new low-cost adaptive echo cancel.ler, 
which wi I I be described at a later date. · 

* Covered by Australian Provisional Patent 
App. No.PD7273/79. 

2. REVIEW OF IMPLEMENTATION TECHNIQUES 

Transversal filters based on tapped analogue 
delay I ines Fig.1 implement an impulse response 
of the form: 

h(T) 

where o(,) is the Dirac delta function, T is the 
delay between tapped outputs and hi are the 
weighting coefficients. 

Fig.1 

l~-1 
I hi o(,-in 
i=O 

(1) 

Ylli 

Basic transversal filter using con­ 
tinuous delay line. 

Good continuous delay I ines are difficult to 
construct at audio frequencies and it is custom­ 
ary to sample the input signal and implement the 
delays using either analogue or digital shift 
registers. Lowpass filtering is then required 
prior to sampling to avoid aliasing, and a low­ 
pass f i I ter is usua I I y necessary at the output to 
restore a I inear time-invariant input/output re­ 
lationship. 

Denote the input signal by x(t) and the out­ 
put from the f i I ter by y (t). In a samp I ed-data 
implementation x(t) is sampled at intervals T 
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generating an input sequence xk = x(kT), and a 
sequence of output samples Yk according to: 

N-1 
I hi xk. i 
i=O 

(2) 

The output y(t) is obtained by lowpass fi 1- 
tering a signal z(t) which comprises piecewise 
constant segments of duration T as given by: 

z(t) kT<t<(k+l).T 
k::::::,...co, •••• oo 

In order to derive the overa I I response, a 
convolution representation of waveform z(t) is 
more convenient: 

z(t) 

where 
co 

v<t) = I Yn o(t-nT) 
n=v-= 

0T ( t) = { 6 0 < t < T 
otherwise 

N-1 
9<t) = I hi x<t-in 

i =O 

where 

ro 

x<t) = I xn o(t-nn 
n=.-co 

(3) 

(4) 

(5) 

Using asimilar impulse representation x(t) of 
the input sequence, we have from (2) and (5): 

The sampling theorem provides the identity: 

q<t)*x<t) 

provided that x(t) contains no frequency compo­ 
nents above f· Using q(T) to represent the low- 

pass filtering of z(t), from (4), (7) and (9) we 
obtain: 

y(t) = q(t) * z(t) 

N-1 
q(t) * 0T(t) * I hi x<t- in 

i=O 

N-1 
q(t) * 0T(t) * I hi x(t-iT) ( 10) 

i=O 

Thus the usual sampled data implementation 
based on discrete convolution realises an im­ 
pulse response of the form: 

h(T) 

q(t)*x(t) 

N-1 
q(T) * 0T(T) * I hi O(T-iT) 

i=O 

(9) 

( 11) 

(6) 

(7) 

(8) 

Let q(T) denote the impulse response of an 
ideal lowpass filter with cutoff frequency f· 

Equation ( 11) remains substant i a I I y true 
when the idea I lowpass response q (T) is rep I aced 
by a physically realisable approximation, The 
zero-order hold term 0T(T) contributes a group 

delay of T/2 and 3.9 dB roll-off over the pass­ 

band (0,f) which can be absorbed by a comple­ 

mentary modification to q(T). 

Charge-coup I ed device (CCD) and bucket­ 
brigade device (880) shift registers are very 
attractive for implementing transversal filters. 
Both technologies are comparatively new (post 
1970) and avoid the complex analogue/digital and 
digital/analogue conversion processes in digital 
implementations. If the filter coefficients a r e 
altered infrequently then the weighted sum func­ 
tion can be realized very simply using resistive 
coup! ing from each delayed output to the summing 
junction of an operational amp I ifier Fig.2, The 
overall impulse response will be quite close to 
that given in (11). Some progress has also been 
reported in realizing CCD transversal filters 
with programmable coefficients (Refs.4,5). 

X (t) 
LOWPASS 
FILTER CCO SHIFT-REGISTER 

LOWPASS 
FILTER y (t) 

Fig.2 Transversal filter using CCD shift 
register and resistive coupling. 
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LOWPASS 
FILTER ~ I ; 

SR-X SR-H 

Fig,3 Fully digital transversal filter with 
six coefficients. 

Digiral techniques are generally preferred 
when the filter coefficients must be programm­ 
able. Thr dominant cost of a digital implemen­ 
tation if the N-fold multiplication evident in 
equation[ (2). A wel I-known word-serial structure 
requirinf only one multiplier and a single accu­ 
mulator is illustrated in Fig.3. Recirculating 
shift re isters store the input and coefficient 
samples, and are clocked at a rate N times grea­ 
ter than the sample rate. The digital multi pi ier 
must be papable of performing N multi pi ications 
in one spmple interval. Figure 3 shows the reg­ 
ister co tents at the instant of acquiring a new 
sample xk, which replaces the oldest sample in 
the SR-X register. Subsequently, the multiplexer 
switches to the output of SR-X and registers 
SR-X and SR-Hare recirculated once before the 
next sam le is taken. The output Yk+l is accu- 

mulated in latch L1 over this period then trans­ 
ferred t I atch L2 tor a f ur+her period T. The 
implemen ation in Fig.3 adds a calculation delay 
of at I~ st T/N to the response of (11). Detai Is 
of the ~ethod of setting the coefficients in 
SR-H have been omitted from Fig. 3. If the co­ 
efficients are fixed then shift register SR-H 
could be replaced by a programmable read-only 
memory (PROM) programmed with the filter co­ 
efficients. When the transversal filter formed 
part of an adaptive filter, a digita I adder 
would be inserted in the SR-H recirculation loop 
so thatismal I corrections can be added into the 
stored oefficients during processing (Refs.2,3). 
By alte ing the bit-level operations of this 
filter umerous variations can be constructed 

a range of speed/complexity tradeoffs. 

3. SIMALIFIED STRUCTURE 

An ~ssential feature of the sampled-data im­ 
plement,tions reviewed in the preceding section 
was equ I ity between the input sampling interval 
and the unit delays realised in the overal I im­ 
pulse response (or perhaps an integer multiple 
of the 

1
1ampl ing interval). This was necessary for 

the sam, I ing operation to properly transform the 
problem from continuous-time to discrete-time. 
The prolosed structure acquires input samples at 
interva s T but realises an impulse response, 
analogo s to (11), of the form: 

LOWPASS 
FILTER 

where 

T' = T ( 1- J_l 
N 

and 

1 T 
i\<-rl = {0 

0 ,2. T < N 
otherwise 

N 

y(II 

h (-r) 
N-1 

,(-r) * i\ (-r) * .l hi 6(-r-iT;) 
N i=O 

h(t) h~ 
T' 2T' 

' r, \ I ', I I ' I I \ 

Fig.4 

( 13) 

( 14) 

(a) 

(b) 

(C) 

-- ~ \ 1 / 
\ / 

--- 

30 

( 12) 

Illustrative waveforms from simplified 
implementation: 

(a) impulse response to be synthesized, 

(b), (c), (d) delayed and scaled ver­ 
sions of input waveform x(t) and sam­ 
pled waveform x(t); 

(e) desired output waveform y(t) and 
sampled version y(t); 

(f) o. physically realisable approx­ 
imation to y(t). 
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Ignoring the fixed filtering, for a given set 
of coefficients hi, equation (12) describes a 
slightly time-compressed version of the impulse­ 
response in (11). Whereas a band-limited impulse 
response g(,) is best approximated in (11) by 
choosing hi ~ g(iT), the modified response (12) 
requires hi ~ g(iT'). For typical values of N 
(32 to 256) this slight compression of the im­ 
pulse response is virtually undetectable in the 
overal I response, but it leads to a favourable, 
simplification in the hardware implementation. 
Figure 4 i I lustrates the manner in which this is 
achieved. Consider the problem of realising the 
3 coefficient impulse response shown in Fig.4a, 
for input signals x(t) band I imited to n/T. Fig­ 
ure 4b i I lustrates a representative waveform 
x(t) (shown by dashed I ine) and also x(t), 
the impulse representation of the result of 
sampling x(t) at unit intervals T, both wave­ 
forms scaled by coefficient h0. Figures 4c and 
4d show delayed and scaled rep I icas of both 
x(t) and x(t). In each of the Figures 4b,c,d, 
the continuous waveform hix(t-iT') can be re­ 
constructed from the sampled version hix(t-iT') 
by lowpass filtering with cutoff frequency n/T. 

The desired output y(t) (shown dashed in 
Fig.4e) results from superimposing the contin­ 
uous waveforms in 4b,c,d. Superimposing the 
sampled waveforms in 4b,c,d obtains the wave­ 
form y(t), also shown in Fig.4e, 

2 
y(t) = l hi x(t-iT') 

i=0 

2 
y (t) = l hi x(t-iT') 

i=0 

The output y(t) can be generated by lowpass 
filtering the physically unreal ,sable waveform 
y(t). Figure 4f i I lustrates a physically real is­ 
able form of waveform y(t), denoted by z(t) and 
represented by the convolution of y(t) and 
0T/3(t) as defined in (14). Figure 4e differs 

from asimilar representation of the convention­ 
a I imp I ementat ion in that the component i mpu I ses 
al I occur at separate time instants. This tem­ 
poral separation enables z(t) to be generated by 
presenting each product hiXk-i at the output for 

a duration of T/3, without any exp I icit summ­ 
ation operation. 

For general values of N the desired output 
can be generated by lowpass filtering a waveform 
z(t) with the composition: 

z(t) 

y(t) 

0T (t) * y(t) 
N 

( 17) 

N-1 
\ A 1 L h- x(t-iT(l- -)) 
i=0 I N 

Substituting from (8) and making a change of 
variable: 

( 18) 

N-1 - 
z(t) = i hi0T(t) * l xno(t-iT(l- ~)-nT) 

1=0 N n=-oo 

The desired waveform z(t) must comprise 

piecewise constant segments of duration~ as 

given by: 

( 15) 

z(t) 

( 19) 

iT iT T kT- - < t < kT - - + - (20) N - N N 

( 16) 

k = -oo,---,co 

0,---,N-1 

Examination of Fig.3 wi 11 reveal that a digi­ 
tal representation of waveform z(t) is actually 
generated at the mu It i p I i er output ( I abe I I ed "z'1) 
Thus the accumulator Ll and latch L2 can be omit­ 
ted without substantially altering the overal I 
response. This represents a smal I saving in hard­ 
ware but the major cost is sti 11 in the digital 
mu It i p I i er. 

MULTIPLYING 
DIA 

x(t) LOWPASS 
FILTER 

1 I ~ H D 

I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 

I I 
I X-STORE I L _j 

LOWPASS 
FILTER '-I ---=~-- 

y(t) 

H-STORE 

Fig.5 Transversal filter using the proposed structure. 
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Practical uti I ity of the proposal derives 
from the ease with which the simplified structure 
can be further modified to eliminate the digital 
multiplier. Figure 5 shows a variation where the 
multiplication and D/A conversion functions are 
combined into a multiplying D/A with a second D/A 
driving the reference input. Furthermore, both 
input and output of the b I ock I abe I I ed "x-store" 
are analogue signals. The whole of the function 
internal to this block can be performed by a 
single analogue integrated circuit such as the 
Reticon SAM-128V device. With the current avai 1- 
abi I ity of good qua I ity multiplying D/A conver­ 
tors at quite reasonable cost, Fig.5 provides the 
basis for a practical low-cost hardware imple­ 
mentation of a transversal filter. A prototype 
filter with 128 coefficients and 8 kHz sample 
rate has been constructed and verified the theo­ 
retical basis for the method, 

4. CONCLUSION 

The primary advantage of the proposed real­ 
isation is the structural simplification it a­ 
chieves, Separation of the unit delays from the 
sampling interval enables the summation oper­ 
ation to be absorbed within the smoothing action 
of the output lowpas~ filter. Eliminating the 
accumulator enables the multiplication operation 
to be efficiently performed using a multiplying 
D/A convertor. No approximations are introduced 
other than the usual idealised lowpass filters 
tacitly assumed in sampled-data theory. Perfor­ 
mance of the output filter is made slightly 
more critical by the virtual absence of any zero­ 
order hold at the output, but not prohibitively 
so, In some applications this output filter wi I I 
be an existing sharp cutoff filter contained 
within subsequent transmission equipment, 

The fields of application for the proposed 
scheme cover the low frequency applications where 
the filter coefficients must be digitally pro­ 
grammable, Where the latter feature is not essen­ 
tial, the proposal is unlikely to be competitive 
with a CCD implementation using resistively 
coupled output Fig.2, The I imiting factor on the 
sampling rate is the output D/A convertor sett- 
I ing time. Bearing in mind that low cost was the 
principle justification for the new structure, if 
too much upgrading of the D/A becomes necessary 
then it is probably expedient to revert to the 
fully digital implementation Fig.3 where the 
settling time can be N times slower. Nevertheless, 
the rates achievable with fhe new structure encom­ 
pass a number of practical applications. 
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Coupled transmission tine theory is examined with particular reference 
to modelling signal propagation along muttimode optical fibres. Among others, 
it is shown that the model is a simple way of obtaining results pertaining to 
optical fibres. The usefulness of the method is illustrated by application to 
the solution of a number of specific problems. 

An examination of the properties of the model shows that by connecting 
one transmission tine system to another having complementary characteristics 
it is possible to realize a system with improved bandwidth handling charac­ 
teristics. This is in support of the observation that when an undercompen­ 
sated graded index fibre is spliced alternately with an overcompensated fibre 
a system of superior quality results. 

1 • I NTRODUCT I ON 2. DESCRIPTION OF THE COUPLED TRANSMISSION LINE 
MODEL 

Any waveguiding system be it a coaxial cable, 
a multimode waveguide or an optical fibre can be 
model led exactly by an appropriate set of coupled 
transmission I ines (Ref.1). Such a representation 
has the merit of simplicity and is a powerful aid 
in the solution of more complex problems, such as 
those encountered with the trunk waveguide system 
(Refs.2,3). The exact representation involves a 
set of n-transmission I ines (one for each degree 
of freedom) with the equivalent voltages and cur­ 
rents on each of the I ines. The I ines are coupled 
with each other using "voltage" or "current" 
terms as appropriate to the model. When dealing 
with transmission systems having a very large 
number of degrees of freedom a simpler and often 
adequate representation in terms of "power waves" 
is preferred. This is the case with many problems 
concerning the Trunk Waveguide System (Ref.4) or 
an optical fibre. 

In this paper we present a simple theory of 
coupled transmission I ines with a view to model­ 

I ing optical fibres. We shal I see that this model 
can be used to solve a number of problems equiva­ 
lent to those encountered with multimode optical 
fibres and, because the model is easy to visual­ 
ize, the method is a powerful aid in suggesting 
solutions to complex problems encountered with 
optical fibres. We i I lustrate the use of the 
model by solving a number of specific problems. 
Among others, the model suggests means by which 
the bandwidth hand I ing capacity of sub-optimal 
graded index fibres can be significantly in­ 
creased. 

Depending on applications we may consider a 
discrete or a continuous model. With the dis­ 
crete model we consider a set of n-transmission 

I ines of total length z = L. In this appl i­ 
cation we shal I consider "power coup I ing" from 

I ine to I ine which is defined by the matrix of 
the coupling functions g(x). With this model, 
if the amplitudes on lines i and j are A(i) and 
A(j) respectively then c(i,j,z) describes the 
amount of coup I i ng between A ( i) and A (j) as a 
function of distance z, a Ion~ the I ine. More 
specifically, if A2(z) and B (z) describe the 
power in I ines i and j respectively at a point 
then A2(z).c2(z) dz is the amount of power 
coupled from I ine i to I ine j in distance dz , 
and B2(z).c2(z) dz describes the amount of power 
coupled from line j to line i. A(i) and A(j) can 
therefore be considered to be quantities propor­ 
tional to square root of power in the respective 
Ii nes. 

In some applications we can consider the 
coup I ing functions to be constants and indepen­ 
dent of fhe modes considered. We shal I then find 
that the results so obtained are in agreement 
with those obtained from statistical consider­ 
ations (Ref.5) where we set the constant coup- 

I ing coefficient equal in value to therms value 
of the assumed random coup I i ng. 

In other cases solutions for non-constant 
coup I ing is required. The model permits such 
solutions but in many cases closed form solu- 
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tions cannot be obtained. Computer solutions, 
however, are sti 11 relatively simple to obtain. 

It we wish to model a multimode fibre with a 
continuum of rays then the appropriate model is 
one consisting of a continuum of coupled trans­ 
mission I ines. This is obtained as a I imit of 
the discrete model. The impulse response of such 
models has al I the features of impulse responses 
obtained with optical fibres. 

3. SIGNAL RESPONSE OF AN UNCOUPLED TRANSMISSION 
LINE SYSTEM 

The uncoupled transmission I ine model corre­ 
sponds to a uniform graded optical fibre tree 
from statistical imperfections. 

We consider a continuum of transmission I ines 
in variable x, XE (0, 1). The initial condition 
(or launching condition, or i I lumination) at the 
o r t q i n z = 0 can be described by a normalised 

i 11 umi nation function I (x), such that 
1 J I (x) .dx = 1. It a unit step signal is applied 
0 

at the input end (z = 0) to the transmission I ine 
system, at time t = 0, then each elemental trans­ 
mission I ine (x,x+dx) wi 11 be excited by a trac­ 

·tion I (x),dx of the input energy. 
The system of transmission I ines is charac­ 

terised by an attenuation proti le a(x) and ave­ 
locity profile u(x), a single valued function of 
x. Clearly, a(x) is the attenuation of the ele­ 
mental I ine x and u(x) is the corresponding sig­ 
nal velocity. 

It should be noted that the propagation pro­ 
cess is model led by means of one parameter, x, 
on I y. The mode I is quite genera I and can be used 
to represent propagation in optical fibres where 
it is customary to use the parameter I and S 
( see Reference 6 l. In genera I , the rays/modes can 
be ordered in decreasing velocity by mapping into 
x on a one-to-one correspondence and in the pro­ 
cess the who I e range of I and S va I ues w i I I be 
covered. Clearly, therefore, u(x) is always a 
monotonic single valued function. 

The general problem can now be stated as 
fol lows: Given the i I lumination function I (xl, 
for a system with given a(xl and u(x) profiles, 
determine the output s i gna I if the system is L 
metres long and the input signal at x = 0 is 
given. To solve the general problem it wi I I be 
sufficient to determine the impulse response or 
the response to a unit step signal, the Edge 
Distortion Function (EDF). We proceed to deter­ 
mine EDF. 

The time of arrival of the head of the unit 
step function along I ine x is clearly 

t(xl L/u{x) Lt (xl (1) 

The range of t(x), corresponding to the extreme 
values of u(xl, is (t0, t1l = (L/uo, L/u1l, 

This relation can be inverted to read 

Equation (2) describes the EDF in the interval 
<to, t1l tor the case I (x) = 1 and a(x) = 0 for 
all x. To obtain EDF, in general, x(t) in (2) 
must be weighted by I (x) and exp - a(x). That is 
in the interval (t0, t1) the EDF is given by 

IF {t) 
h {t) = u I (xl . exp-ax.dx 
u 0 

which reduces to (2) tor I = 1 and a= 0. 
Equation (3) is a minor modification of (2), and 
tor the purposes of i I lustration it wi I I be suf­ 
ficient to consider (2). 

In absence of attenuation and for I 
is, therefore, 

(3) 

1 the EDF 

O tort< L/uo 

L L Fu(tl, u< t < u 
0 - - 1 

1 for t > L/u1 (4) 

The impulse response is, of course, given by 

X i ( t) = X~ ( t) (5) 

Two simple examples wi 11 help to clarify the re­ 
lations. 

Example 1: 

Consider the velocity profile (Fig. 1) 

ATTENUATION PROFILE 

VELOCITY PROFILE 

EDF 

TO TI TIME 

IMPULSE RESPONSE 

TO TI TIME 

x(t) (2) 
Fig. 1 Fibre response example 1: 

a(x) = canst., u(x) = a/(b+x) 
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a 
u = b+x 0 < X < 1 (6) 

Substituting this in (1) and inverting, gives 
for the unit step response (EDF). 

L xu(t) = O, for t < u 
0 

t/L - 1/uo L L for - < t < 1/u1-1/u0 ' Uo - - Ul 

1, for 

Thus the EDF response is a ramp. 

The impulse response is clearly 

L 

0 otherwise 

L L - < t < - 
Uo - - Uj 

ATTENUATION PROFILE 

VELOCITY PROFILE 

L 

This corresponds to a one-dimensional step index 
fibre, a slab waveguide, having half-acceptance 
angle of B radians. 

Substituting this expression in (1) and solving 
for x, we obtain for the EDF 

0, t < 

(7) 
1, ( 10) 

(8) 

The impulse response is of course the deriv­ 
ative of the above and has the fami I iar form 
shown in Fig.2. 

In the above we assumed a constant attenua­ 
tion profile. In general a= a(x), and conse­ 
quently to obtain EDF the expression (3) has to 
be used. 

Usually the attenuation profile has a rel­ 
atively smal I effect on the fibre response, the 
major effect comes from the velocity profile and 
the initial conditions at t = 0 which in the 
above examples we have taken as x(O) = 1, 
XE (0, 1). 

4. STEADY STATE POWER DISTRIBUTION PROFILES 

EDF 

TO TI TIME 

TO TI TI ME 

Fig.2 

IMPULSE RESPONSE 

Example 2: 

Consider the velocity profile (Fig.2) 

In absence of coup I ing the power distribution 
profile is determined by the launching conditions 
modified by the attenuation profile a(x). How­ 
ever, i nter-1 i ne coup I i ng affects the power d l s­ 
tribution profile profoundly as the fol lowing a­ 
nalysis demonstrates. 

Consider the discrete I i ne mode I . Let Vi be 
the voltage (as defined previously) on the 
i-th I ine. Further, we assume for the moment that 
the coup I ing and attenuation profiles are con­ 
stants, c and a, respectively. 

After a sufficient distance the coup I ing wi 11 
bring about a power distribution profile which is 
peculiar to the particular selection of c and a, 
independently of launching conditions.* For 
this to be so the difference equation 

V(i)(a+2c) = c[V(i-ll+V(i+ll] (11) 

must be satisfied. Therefore, the required power 
distribution profile V(i) is a solution to (11). 

Fibre response e=rrple 2: 
a(x) = canst., u(x) = u0 cos Bx 

* 

u(x) = u0 . cos Bx (9) 

This is a consequence of the equipartition 
theorem of statistical mechanics (see for 
example: R.C. Tolman, "The Principles of 
Statistical Mechanics", Oxford University 
Press, 1959, p.95). 
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The general solution to (11) is** 

( 12) 

Figure 4 shows a selection of results for a 
range of a(il and c(il profiles for a 10-trans­ 
mission I ine system, Once again the results are 
very much dependent on the choice of the coup- 

1 ing profile. 
where a1, a2 are the two solutions of the charac- 
teristic equation. These are 1.0 ~ 

a+2c + Ta:7- + 4ca 
a 1 '2 = 2c ( 13) 

The constants of integration need to be de­ 
termined from the boundary conditions. These 
might be chosen as fol lows. The I ines 1 to N-1 
might represent the modes of propagation while 

I ine N models the energy scattered by radiation 
and therefore lost by the system, in which case 
we set V(nl = O. To obtain a normalised plot of 
V(il we choose V(Ol = 1. These conditions deter­ 
mine the constants A1 and A2 as fol lows: 

1.0 

0 z 
u., 
:z :::; 
:z 
0 

~ :a 
~ 0.5 
cc 
i= 

CURVE l FOR c/a = 0.1 

\
\ ~~ CURVE2F0Rc/a=l 
\ ~ ~ CURVE 3 FOR c/a = 10 

\ \ ,,~"'"wo,,1.-rn, 

( 14) 

Fig.3 

·\:~ 
0.0 L___,~~~=~~~~~~====--.___::::,,.,_ 

0.0 5.0 10.0 15.0 20.0 

RELATIVE POWER 

Voltage distribution profiles for a 
20-transmission line system with 
constant attenuation and coupling. 

Figure 3 shows plots of voltage distribution 
profiles for a 20-transmission I ine model and~ 
range of c/a ratios. We note that once the ratio 
c/a is larger than 10, then the voltage profile 
is substant i a I I y independent of this ratio. 

If the coup I ing and attenuation profiles are 
not constants (independent of i) then equation 
(11) becomes a difference equation with variable 
coefficients. 

c( i) [vc i-1 l+V( i+l ll-v< i) [a< i )+2c( i >] = o < 15) 

While ln general a closed form solution is 
not possible a computer solution for any a(i) and 
c(i) profiles is easily obtained. A simple algor­ 
ithm (though not a particularly quickly convergent 
one) is to assume a reasonable V(i) profile and 
use the left-hand side of (15) iteratively as a 
correction to V(i) vector unti I a solution to the 
required accuracy is obtained. 

** See for example: P.M. Morse and H. Feshbach, 
"Methods of Theoret i ea I Physics", (McGraw­ 
Hi I I, 1953, p.692). 

0.0 

Fig.4 

~ 
TRANSMISSION LINE No. 

Voltage distribution profiles for 
lines having mode dependent atten­ 
uation and coupling. 

Curve 1 a 
C 

10.0 

0 
(0.3, 0.3 .... 0.3, 0.1) 

Curve 2 a= 0 
C = (0.3, 0.3 .•.. 0.3) 

Curve 3 a= (0.01, 0.02, 0.05, 0.1, 
0.15, 0.15, 0.2, 0.2, 
0.25) 

c = as for curve 2 

5. 

Curve 4 a= as for curve 3 
C = (0.05, 0.07, 0.1, 0.12, 

0.15, 0.17, 0.2, 0.22, 
0.25, 0.05) 

IMPULSE RESPONSE OF UNIFORMLY COUPLED LINES 

A complete treatment of uniformly coupled 
transmission I ines is possible and various sol­ 
utions under a variety of assumptions, can be 
obtained. Here we show a very simple deriv­ 
ation, from first principles, leading to a sol­ 
ution of wide appl icabi I ity. 

In the first instance we consider a two­ 
I ine model, 

Let the velocities and attenuations on 
I ines 1 and 2 be u1, u2 and a1, a2 respectively. 
Then the impulse response of the system L metres 
long wi I I be confined to the interval 
L/u1 - L/u0• 

With optical fibres a significant amount of 
mode mixing may take place in a critical dis­ 
tance of say 100 or 1000 m. Let us therefore 
assume that in a distance le a 50% power trans­ 
fer takes place from mode 1 to mode 2 and vice 
versa. We thus have the discrete model shown in 
Fig.5. 

Fig.5 Discrete model of uniformly coupled 
lines. 
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The solution for large n(=L/lc) will, 
clearly, be independent of the initial condition: 
we arbitrarily assume an impulse input to I ine 1 
only and examine the scattering at then points 
along the I ine. The energy wi I I travel along the 
I ine in a multitude of ways but every contri­ 
bution arriving at z = L along any particular 
path wi 11 have the amp I itude (0.5)n, which even 
for n = 100 is microscopically smal I. 

A typical path wi 11 include k intervals in 
I ine 2 and n+k in I ine 1. The energy arriving 
a I ong this path w i I I be de I ayed by k. o where 

0 ( 16) 

n In al I, there are Ck such paths. Therefore, 

the total contribution to amp I itude at time 

L/u0 + k,o ( 17) 

is 

h(k) = (0.5)n.c~ ( 18) 

Similarly 

n n h(k+l) = (0.5) .Ck+1 ( 19) 

The solution for the impulse response is 
therefore contained in the fol lowing difference 
equation 

h(k+l )-h(k) (20) 

But 

c~+1 
(n-k ITT-1l c~ 

Let 

k = n0 + 

with n0 = n/2 

then (20) transforms into the equivalent form 

h ( i+l) - h ( i) 

(21) 

(22) 

For reasons which wi I I become apparent we are 
interested in the solution for which n0>>i+1. The 
equation simplifies to 

One way of obtaining a solution to (23) is to 
proceed to the I imit: the difference equation 
then passes into a differential equation 

dh 
dx 

The solution is 

h(x) 

which can be more conveniently, expressed as a 
normalised function oft 

h (t) 

-h(x) . 2x 
no (24' 

1 -½ --e 
alh 

(25) 

(26) 

where 

1 
a = 2 (27) 

We reca I I L is the tota I I ength of the trans­ 
mission I ine system and le is the length required 
for 50% mode conversion. 

The solution exhibits two important charac­ 
teristics: the width of the impulse response in­ 
creases (1) with /L-, and (2) with~- Figure 6 
shows results of calculations for a system with 
le= 100 m, L = 10 km, having velocities u0 = c 
and u1 = c(l-10-3). Therms width of the impulse 
response is clearly 1.67 µsec which represents 
10 fold improvement in bandwidth hand I Ing capacity 
in absence of coup Ii ng. 

Therefore to narrow down the impulse response 
under uniform coup I ing conditions, it is necessary 
to reduce le, that is to increase the degree of 
mode coup I ing. 

Attenuation on the whole has a relatively 
minor influence on the shape of the impulse re­ 
sponse. This can be shown as fol lows. 

Let a1 and a2 be the attenuations in I ine 1 
and 2 respectively then at the mid-point of the 
time i nterva I ( L/u 1, L/u0) the contribution to 
the i mpu I se response w i I I be attenuated by the 
factor exp - L(a1 + a2)/2. This must be so be­ 
cause the particular contribution would have been 
due to that part of the signal that has travel led 
half the distance in I ine 1 and the other half in 
I ine 2. At other times the impulse response shown 
in (25) needs to be multi pi ied by the factor 
exp - t(a2 - a1)6u. With this modification the 
impulse response becomes 

h (t) 
a 

E 1 t-t - . exp - -(--a) 
a& 2 a (28) 

h ( 1+1) - h ( i) (23) 
where 
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(29) 

The factor E = exp - L(a1 + a2)/2 and 
tia=a2-a1• 

This shows that attenuation has no effect on 
the width of the impulse response. There is how­ 
ever a trade-off between loss and bandwidth as 
discussed elsewhere.* 

Finally, if the transmission system consists 
of n-1 ines rather than just two, then instead of 
the term CR in equation (18) we have 

CR1, k2 ····kn· That is we are considering com­ 

binations of k1 sites with delay oi, k2 sites 

with delay 82, etc., inn, with the constraint 
that the total delay (Zkioil is constant. Clear- 

ly, therefore, the solution is essentially of the 
same form as that shown in equation (26). 

We note that equation (27) agrees precisely 
with that derived by Personik (Ref.5). 

TO - L/UO 

Fig.6 

TM - (TO+ Tl)/2 Tl-L/Ul 

Impulse response of a 2-line system 
with uniform coupling: L = 10 km, 
le= 100 m, u0 = c, u1 = u0(1-10-3J. 

6. IMPULSE RESPONSE OF OPTIMALLY COUPLED LINES 

We have seen in the last section that uni­ 
formly coupled I ines have, always, a better im­ 
pulse response than uncoupled I ines. Moreover, 
it is not necessary for the I ines to be uni­ 
formly coupled: The nature of the solution wi 11 
be similar if instead of uniform coup I ing we 
have periodic coup I ing, with the same average 
intensity. 

The remaining question is: Is it possible 
to couple I ines in a specific manner and reduce 

the impulse response further? We have shown 
that with mode mixing this is not possible. 

However, given a set of transmission I ines 
i, having a velocity profile u(i) and an atten­ 
uation profile a(i) it is possible, in prin­ 
ciple, to couple I ines in specific ways (mix 
modes selectively) at frequent intervals, by 
means such as I ine transposition. For example, 
given a I inear velocity profile, we can trans­ 
pose period ica 11 y Ii nes ( 1 to n) with indices 
adding up to n+1 resulting in a distortion-free 
system. In practice perfect compensation is un­ 
i ikely, but a considerable improvement in im­ 
pulse response is certainly possible with ap­ 
proximate complementary matching. 

We can therefore confidently conjecture that 
by splicing alternately fibres which on average 
complement one another velocity profiles a sys­ 
tem having wider bandwidth wi 11 result. We shal I 
show in a subsequent paper that this indeed is 
true of at least one class of optical fibres. 
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In 1974, Telecom Australia commenced a test programme to evaluate al­ 
ternative materials to ABS for future generation telephones. Seventeen diff­ 
erent plastics derived from six basic polymer types were chosen for study. 
Moulded test specimens were exposed in a glasshouse at Melbourne for up to 
two years. Samples were withdrawn at various intervals of sunshine hours and 
subjected to a variety (twelve in all) of mechanical, thermal, colour and 
burning behaviour tests. It was found that no one plastic possessed all the 
desired properties. It was concluded that one specific grade of ASA was the 
most likely alternative to ABS. 

1. INTRODUCTION 

Up to the early 1960s, thermosetting plastics, 
phenolics and melamines were used for the case and 
handset of Australian produced telephone instru­ 
ments. With these compression moulded plastics the 
range of possible colours was strictly I imited and 
it was not until 1964, when a decision was taken 
to introduce ABS uti I ising the injection moulding 
process, that a wide choice of colours became 
possible, The initial range comprised only five 
colours (grey, green, ivory, red and mustard), but 
in the succeeding years this has been extended to 
nine colours. 

Whi 1st it is known that oxidation of the chem­ 
i ea I I y unsaturated e I astomer i c component of ABS, 
Butadiene, can cause embrittlement and surface 
dul I ing, this has not proved to be a real problem 
in our operational experience. The major disadvan­ 
tage found with ABS has been the ease with which 
the surface may be blemished by scratching or 
staining and the difficulty of removing such blem­ 
ishes. Marks from bal I-point pens have proved par­ 
ticularly difficult in reconditioning operations 
owing to the deep score I ine made by the bal I­ 
point and the deposit of ink at the base of the 
indentation. But overa I I, the performance of ABS 
has justified its selection for the production of 
Austra I i an te I ephones. 

With the exception of Japan, where PVC has 
been used for many years, the majority of tele­ 
communication organizations sti I I employ ABS even 
though the range of available thermoplastics has 

grown enormously over the last 10-15 years. In 
1970, Telecom Australia decided that a compre­ 
hensive investigation of polymeric materials sui­ 
table for the injection moulding of telephone 
parts should be undertaken in order to assess 
their relative performance, and by comparison, 
determine whether any of the new materials would 
offer advantages over ABS. A great deal of per­ 
tinent information was already avai I able from 
studies conducted by other telecommunication or­ 
ganizations, and this assisted greatly in reduc­ 
ing the number of potential polymers to be in­ 
vestigated, However, because of the varied and 
severe climatic conditions under which some tele­ 
phones may have to operate in Australia, a final 
se I ect ion cou Id not be made unt i I those po I ymers 
considered to have the most promise had been e­ 
valuated under local environmental conditions. 

This paper is based on experimental studies 
carried out by R.J. Beast and D.J. Adams during 
1974 to 1977 in the Telecom Australia Research 
Laboratories. 

2. SPECIAL CLIMATIC CONSIDERATIONS 

Australia I ies between latitudes 10-44°S. 
SI ightly more than 40% of the continent I ies 
within the tropics. The remaining 60% is in what 
is usually described as the temperate zone, which 
ranges from sub-tropical southern Queensland to 
cooler areas such as Victoria, and extends into 
the mountainous, often snowbound, Tasmanian high­ 

I ands. 

* This paper was presented at the 2nd International Conference "Pt as t l cs in 
Telecommunication", London, September 1978. It is published with the per­ 
mission of the Plastics and Rubber Institute, U.K. 
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In the summer month of January average daily 
temperatures vary from about 29°c in the far 
north of the continent to around 18°C in the far 
south. Average mid-winter (July) temperatures 
range from 24°C in the north to 10°c in the south 
During exceptional summers in the northern inland 
shade temperatures sometimes rise above 43°c and 
afternoons hotter than 38°c are frequently exper­ 
ienced. The most persistently hot areas are in- 

DATA PRODUCED WITH PERMISSION OF CSIRO 

13C 135 

Fig. I Ultraviolet radiation map of Australia. 

land parts of Western Australia. For instance, at 
Marble Bar 160 consecutive days of 38°c or over 
have been recorded. Sydney's mean annual temper­ 
ature of 17,4°C compares to London's 9.8°C, New 
York's 11°c, Rome's 15.4°C, Berl in1s 9°C, Tokyo's 
13.8°c, and Bombay's 27°c. 

Australia's fame as a land of sunshine is no 
legend. Throughout the year the average daily 
hours of sunshine of the capital cities is 6.7 h. 
This average is considerably greater in some in­ 
land towns. The map in Fig. 1 (Ref. 1), based on a 
concept developed by Martin (Ref.2) of the Com­ 
monwealth Scientific and Industrial Research Or­ 
ganization (CSIRO) shows continental ultraviolet 
(UV) radiation levels in the form of a solar 
weathering index, providing an indication of the 
relative degrading influence of sun I ight on ex­ 
posed materials at any given site within Aus­ 
tralia. The mean intensity of UV radiation in 
Melbourne is approximately twice that of London 
(Ref,2), Brisbane and Perth are 50% higher again. 

Such climatic data explains why the choice 
of a polymer for the Australian environment can­ 
not be solely based on considerations or data 
from other sources. 

3. EXPERIMENTAL CONSIDERATIONS 

3. 1 Choice of Polymers 

Seventeen polymers were selected as a result 
of information gathered from overseas sources and 

TABLE 1 Polymers chosen for Test Programme 

Abbreviation 
Polymer Type and Designation Comments 

of Various 
Grades Used 

Acrylonitri le-Butadiene-Styrene ABS (T) Control 
ABS (DM) Mater i a Is 

ABS ( 11 I) Flame retard- 
ant added 

ABS (IV) ABS/PVC BI end 

Acrylonitri le-Chlorinated ACS (I) Flame Retard- 
Polyethylene-Styrene ACS (II) ant added 

Acrylonitri le-Styrene-Aery! ic ASA (I) 
Elastomer ASA ( 11) 

Poly(vinylchloride) PVC (I) 
PVC ( 11 l 
PVC (I I I) Moulding prob- 

lems. Rejected. 

Polypropylene PP (I) 
PP ( 11) 

Polycarbonate PC (I) 
PC ( 11) 

Poly(butylene terephthalate) PBTP (I) 
PBTP (II) 

Poly(ethylene terephthalate) PETP Moulding prob- 
lems. Rejected. 

Polyoxymethylene ACETAL 
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local polymer suppliers, as well as from theoret­ 
ical considerations. These seventeen materials 
derived trom 6 basic types (see Table ll were 
considered to be the most I ikely alternatives to 
ABS for telephone mouldings, Also included, for 
comparative purpose, were the two ABS resins, 
"Cycolac" T and "Cycolac" OM, which have been 
sequentially the standard resins for Telecom 
Australia telephones since 1964. 

The total number of polymers included in our 
test programme was therefore nineteen. The col­ 
our was restricted to "appliance wh l+e"; to op­ 
timize discolouration comparisons. 

3.2 Selection of Test Methods 

The shape ot a moulded telephone case makes 
it difficult to ensure uniform ageing over the 
entire surface. It is not possible to cut stan­ 
dard size test pieces from the moulding. An e­ 
valuation based purely on artificial ageing was 
rejected because of the lack of known correl­ 
ation factors between artificial and natural 
ageing. The project was therefore divided into 
two parts. The first test series, on the ful I 
number of I ikely polymers, was conducted with 
conventional test pieces. Standard test methods 
were used to screen these materials and estab- 

1 ish an order of merit. The most promising mat- 

TABLE 2 Detai Is of Test Programme 

Exposure Period, Sunshine Hours 
Name of TesT Method 

2300 4600 
Unexposed 125 250 1000 ( 1 Year) (2 Years) 

Tensile Strength at yield 
at o0c and 23°C X X X X X X 

Tensile Strength at break ASTM D1708 - 70 
at o0c and 23°c Testing Speed 1 mm/min X X X X X X 

Elongation at break at 
o0c and 23°C X X X X X X 

Flexural Yield Strength ASTM D790 - 71 
at o0c and 23°c Method 1, Procedure B X X X X X X 

Flexural Modulus at o0c Testing Speed, 
and 23°C 10 mm/min. Weathered X X X X X X 

surfaces in tension 

lzod Impact Strength o0c 1AS 1146 - 1972 Part 1 
and 230c Specimen thickness X X X X X X 

3.40 mm 

Fal I ing Dart Impact ASTM D3029 - 721 
strength Procedure B. Weathered X X X X 

surface in tension I 

Heat Deflection AS 1369 - 1973 
Temperature X X 

Vicat Softening Point AS 1368 - 1973 X ; X 

ASTM D785 - 65 ' I 
Rockwel I Hardness Procedure A. R & L X I X 

scales 

ASTM D2583 - 67 
Barco! Hardness Barco I lmpressors 935 X X 

and 936 

Penci I Hardness (Ref.5) X 

Mar Resistance ASTM D673 - 70 
; 

X I 

' 
Stain Resistance ASTM D2299 - 68 X 

Specular Gloss ASTM D523 - 67 X X X X X X 

Colour ASTM D1925 - 70 X X X X X X 

Minimum Oxygen AS 2122.2 - 1978 X 
Concentration Part 2 

Smoke Generation ASTM 2843 - 70 X 

x = Test performed 
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erials from this initial test series were then 
subjected to further tests, in the form of moul­ 
ded parts, to arrive at a final decision. 

The test programme was designed on the ass­ 
umption that al I the required information should 
be obtainable from the results of 12 specific 
tests. The parameters of interest were; Tensile 
Strength, Elongation, Flexural Strength, Heat 
Distortion, Softening Point, Mar Resistance, 
Colour Retention, Gloss Retention, Minimum Oxy­ 
gen Concentration, Smoke Generation, Impact Re­ 
sistance and Hardness. Some of these parameters 
were obtained by more than one test method, e.g. 
impact strength by both lzod and Fal I ing Dart, 
at two temperatures, o0c and 23°c. For a I isting 
of the ful I range of tests, see Table 2. 

3.3 Preparation of Test Specimens for Initial 
Test Series 

A survey of the specimen sizes required for 
each of the tests I isted in the section above 
showed that the entire test programme could be 
accommodated by three different sized test 
pieces, and that these pieces could be injection 
moulded in a single family mould. Two hundred 

I ifts from this mould, for each polymer, were 
required to cover rep I icate testing at the var­ 
ious ageing intervals shown in Table 2, result­ 
ing in 10 200 moulded pieces from which 14 500 
test specimens were obtained. 

The injection moulding machine used to pro­ 
duce the mouldings was a five ounce (140 g) Johns 
Hydraulic, with an in-I ine screw and air circu­ 
lating hopper dryer. A portable air circulating 
dryer was used to dry the polymer pellets before 
transfer to the hopper. Circular cross-sectioned 
runners and maximum size balanced gates were in­ 
corporated in the mould to minimize stresses in 
the finished moulding. 

Each material was assessed on its moulding 
performance in the three cavity mould, and this 
experience was utilised to predict the likeli­ 
hood of future success in moulding telephone ca­ 
ses, Two materials were rejected on this basis: 
a PVC sample which failed to fi 11 the mould cav­ 
ity and could not be moulded without degradation, 
and a polyester which exhibited both amorphous 
and crystal I ine regions after moulding, see 
Table 1. 

3,4 Exposure Conditions 

Evaluation of the physical properties and 
appearance of a polymer, in the as-moulded condi­ 
tion, provides insufficient data on which to base 

I ife-time predictions, since there is no assur­ 
ance of the retention of these parameters over 
the operating I ife of ten or more years. 

Life expectancy predictions under normal op­ 
erating conditions require a very long test ex­ 
posure determined by the estimated service I i fe 
of the article under test. Hence, to shorten the 
test period, it is customary to increase the test 
stresses (e.g. temperature, UV irradiation, en­ 
vironmental cycles). Correlation of the results 
of accelerated ageing with those from natural ex­ 
posure is difficult, but ageing tests can be used 
to fairly rapidly separate materials into 
"pr obab l e" and "improbable" categories. It was 

considered that the latter step was unnecessary 
in this study as it has already been covered by 
several overseas organizations. Also the great 
number of specimens required for a ful I correl­ 
ation experiment would have exceeded the capacity 
of the artificial weathering chambers available 
to us. 

It was therefore decided that the exposure 
tests should be conducted in a manner simi Jar to 
that used by the British Post Office (BPO), that 
is, exposure to natural I ight under glass. Al­ 
though it could be argued that this condition is 
more severe than the average condition under 
which a telephone operates, it does simulate the 
worst condition for a telephone in a northern 
window exposure inside an Australian home or 
office. 

The test specimens were exposed on racks in­ 
clined at 45°, facing north, inside a glasshouse 
located on the roof of a four storey building in 
the centre of the city of Melbourne (37° 511 S). 
In the dusty, po I I uted atmosphere of a modern 
city, it was found necessary to institute a 
weekly cleaning programme of washing the roof and 
wal Is of the glasshouse with water, and a I ight 
dusting of the specimen samples, 

The exposure period for the specimens was de­ 
signed to span at least two southern summers, and 
it was intended to monitor the radiation incident 
on the test specimens by measuring the time re­ 
quired to fade various blue wool standards of 
BS1006~1961, These are pieces of dyed wool cloth, 
varying in their colour fastness to I ight, graded 
from l to 7, with No. 1 being the least stable to 
I ight. A blue wool standard is said to have faded 
when the difference in colour between exposed and 
unexposed portion is the same as contrast No.4 of 
the grey scale of BS2662-1961. 

However, blue wool standard No,7 faded in a 
~tter of three weeks in triais conducted during 
autumn lApril 1974) in Melbourne, which meant 
that many of these standards would have to be ex­ 
posed sequentia I ly to span the expected exposure 
period of two years. In addition, it was found 
almost impossible to reproducibly detect and 
quantify the amount of fading required for re­ 
placement of the wool standard, and these diffi­ 
culties led to the abandonment of the method. The 
fact that assessment by blue wool standards was 
found to be unsatisfactory in Australia, whi 1st 
apparently suitable in the BPO trials [Harrison 
and Portwood (Ref.3l], confirms previous obser­ 
vations that the radiation intensity in Australia 
is much greater than that experienced in the 
United Kingdom or Europe. 

It was therefore decided to use cloud-free 
sunshine hours, as recorded by the Bureau of 
Meteorology at Laverton (16 km from Melbourne), 
as the exposure index. This gives an approximate 
measure of the amount of radiation received, and 
provides an effective method of monitoring the 
prevai I ing exposure conditions. Figure 2 shows 
the sunshine parameters encountered during the 
test period. 

Air was circulated within the glasshouse by 
an exhaust fan mounted on the southern wal I. Am­ 
bient internal air temperature during the expo­ 
sure period ranged from 3°C in winter to 48°C in 
summer. 
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Fig.2 Exposure parameters. 

Several test specimens, especially PVC, 
showed severe discolouration during exposure. 
This was considered to be due to thermal degra­ 
dation (Ref.2), hence, surface temperatures of 
samples inside the glasshouse were monitored. On 
days when the shade temperature was only 22°c, 
surface temperatures of 60°c were noted, rising 
as high as 66°C on other occasions. 

In tests carried out on similar test speci­ 
mens placed inside a non-airconditioned office, 
behind a glass window facing north, surface tem­ 
peratures as high as 52°C were recorded. The 
temperatures encountered in the glasshouse were 
therefore considered not to be unrealistic, when 
the fo I I owing factors are ta ken into consider­ 
ation: 

higher temperatures than those which 
prevailed in Melbourne during these 
tests do occur in Melbourne and in 
other parts of Australia, 

(ii) it is known that temperatures in pub­ 
I ic telephone booths can be very high 
for long periods, 

li iii higher surface temperatures are I ike­ 
ly on coloured samples because of 
their higher absorbance. 

Some years ago temperatures as high as ao0c 
were measured on the surface of black polyethy­ 
lene insulators, pole mounted at a site 150 km 
north of Melbourne! 

4, TEST RESULTS 

In selecting a material for a part as widely 
used as a subscriber's telephone, many factors 

T 
I 
I 

must be considered such as economics, mechanical 
and thermal properties, colour stabi I ity, resis­ 
tance to surface damage, combustibi I ity and 
moulding behaviour. High resistance to impact 
damage and maintenance of this property in ser­ 
vice is essent i a I. Important, but to a I esser 
extent, are properties which affect the aesthe­ 
tic appearance of the telephone. However, here 
compromises may be necessary unless they ad­ 
versely affect overal I performance. 

The test programme generated a considerable 
quantity of data encompassing a I I of these fac­ 
tors, except for the economic considerations. A 
ful I analysis of the data with detailed explan­ 
ation of the performance of each mater i a I is 
beyond the scope of this paper. In some cases 
further experimental work may be needed. Hence, 
only those tests where the results showed sig­ 
nificant trends wi 11 be dealt with in some de­ 
tai I. They wi I I be covered under the fol lowing 
headings: 

(i) Mechanical Properties, 

(ii) Aesthetic Appearance, 

(iii) Thermal Characteristics. 

Tests performed at o0c and 23°C showed sim­ 
ilar behaviour patterns and therefore only re­ 
sults obtained at 23°c are discussed. In retro­ 
spect, testing at o0c was of I ittle significance 
and a higher test temperature, e.g. 35°c, may 
have been more revealing having regard to the 
temperatures I ikely to be encountered in service 
in Australia, 
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4. 1 Mechanical Properties 

4. 1, 1 Elonsation at Break This property was 
used to monitor chain scission and subsequent 
embrittlement of the plastics fol lowing exposure 
to infra red (IR) and UV radiation and thermal 
stressing. Overal I results are shown in Fig.3. 
Furthermore, Fig.4 shows the changes in elonga­ 
tion versus exposure period tor ABS (T), ASA 
(I), PVC (I l, and PC (I l. 

The decrease in elongation tor ABS (Tl was 
extremely rapid and after 250 sunshine hours ex­ 
posure this material displayed tensile proper­ 
ties characteristic of hard, brittle material 
with coincident yield and break points, whereas 
for ASA ( I l and ( I I), ACS ( I l and ( I I), and PVC 
(II), this brittle behaviour was not evident 
unti I after 4600 sunshine hours. 

Figure 5 indicates the tensile yield stress 
characteristics. As tor elongation, ABS (T) 
showed a rapid decrease compared with other mat­ 
erials such as ASA (I), ACS ( I l and ( 11 l, PVC 
(I), and PC (I) and (II). 

4,1.2 Impact Strength Two methods were used to 
measure impact strength; .notched lzod and Fal­ 
ling Dart. 

Comparison of results taken over the expo­ 
sure period shows different behaviour patterns 
tor each method, (see Figs.6 and 7). 

Few of the materials had an lzod impact str­ 
ength, prior to exposure, anywhere near the val- 

Fig.5 

ues quoted by raw materials suppliers' data 
sheets. The ABS materials performed satisfactor­ 
i I y in the I zod tests with on I y sma I I decreases 
over the two year exposure period. 
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With the exception of PC (II), the initial 
va I ues of impact strength by the Fa I I i ng Dart 
method were of the anticipated magnitudes. For 
some materials such as ABS (T), impact strength 
fel I dramatically after only 125 sunshine hours, 
whereas the deterioration was much less for ACS 
(I), PC (I) and ASA {I). This is clearly shown 
by Fig.8. 
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Izod and Falling Dart impact strengths 
at 23°c, 

Based on these results it appears that Fal­ 
ling Dart Impact is a more effective method than 
lzod as a screening test for resistance to em­ 
brittlement. Of course, the ultimate requirement 
for impact strength of a telephone in service is 
its resistance to impact damage after fal I ing 
from a desk or other item of furniture, To sim­ 
ulate this, a modified Fal I ing Dart impact test 
has been developed for application to telephone 
mouldings. This is achieved by a mass equal to 
a complete handset being dropped from 0.75 m on 
to a complete telephone housing. The number of 
such impacts required to crack the case are spe­ 
cified. The telephone is rotated so that any 
point on the surface of the case can be tested 
[Adams and Jones (Ref,4)]. This test wi I I be 
used in future studies to monitor the degrada­ 
tion of telephone mouldings. 

Based on a I imited survey in Melbourne, we 
estimate that approximately 3% of telephones re­ 
turned from subscribers' premises, for various 
reasons, have cracked cases, 

4.2 Aesthetic Appearance 

An objective measurement of aesthetic ap­ 
pearance is almost impossible. A number of tests 
were tried and for convenience have been grouped 
together as fol lows: 

( i) 

(ii) 

Resistance to Surface Damage, 

Colour Change, 

(iii) Resistance to Staining. 

4,2. 1 Resistance to Surface Damage This incl• 
udes such properties as mar resistance, inden­ 
tation hardness, scratch resistance and some as­ 
pects of gloss retention. 

The results of mar resistance are not in­ 
cluded because of the inabi I ity to control such 
variables as: 

(a) 

( b) 

40 S 
E z 
:r: 
0 z w a: 

30 t;; ,- 
~ ::,: 
t;; 
« 
0 

20 ~ 
::; 
_J 

ii 

the d~gree of operator dependence, 

variations in mass of si I icon carbide 
fal I ing on to the test specimens; grit 
tended to ad here to the wa I Is of the 
hopper, 

(c) some particles of grit became embedded in 
the test specimen; these could not be re­ 
moved without causing surface damage. 

Nevertheless, broad indications were that PC, 
ASA, PBTP and PVC had superior mar resistance to 
ABS, whi 1st ACS and PP were inferior. 

Measurement of indentation hardness using the 
Rockwel I R scale presented few problems. ACS and 
PP are softer than ABS and therefore more prone 
to indentation by such items as bal I-point pens 
or diamond rings. This would be a reason for the 
non-selection of ACS and PP for telephone moul­ 
dings. 

Telephones are prone to disfiguration by 
scratch marks from pencils and ball-point pens. 
Thus, the penc i I hardness test [Rud de I I (Ref. 5)] 
appears to be a practical method of assessing the 
scratch resistance of various plastics. Results 
are presented in Fig.9, An inadequate aspect of 
the method is that the steps in hardness between 
the grades of penc i Is are rea 11 y not as evenly 
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Pencil hardness measurements for un­ 
e:x:posed mouldings. 

spaced as shown-on the horizontal scale. Gouza 
(Ref.6) suggests that the steps are uneven, and 
that the hardness of penci Is varies according to 
the formulation of graphite and clay used by 
different penci I manufacturers. Despite these un­ 
known factors, the test made it possible to dis­ 
criminate between materials such as ACS and PP, 
which can be scratched with soft lead penci Is, 
and the harder more scratch resistant materials 
such as PVC and PC. The results showed trends 
similar to those from Rockwel I hardness tests 
and confirmed the objections to ACS and PP. 

The changes in specular gloss with exposure 
are shown in Fig.10. Interpretation of this data 
tends to be subjective. Any material with an in­ 
itial value of less than 80 may not be pleasing 
to some people, whi 1st higher values may be un­ 
acceptable to others. At the other end of the 
scale, after exposure the dul I, discoloured sur­ 
face of PVC or powdery surface of polypropylene 
are definitely unsatisfactory. Undoubtedly, PC 
and PBTP have the best gloss and retain this 
after exposure under glass. 

4.2.2 Colour Change CIE colour co-ordinates 
were measured using a Hunterlab D25D3 colouri­ 
meter, and the Yellowness Index (ASTM D1925) was 
calculated. Values for Yellowness Index agreed 
closely with visual observations for all mat­ 
erials up unti I 1000 sunshine hours. This type 
of measurement became unsuitable after longer 
exposures as gross discolouration of PVC oc­ 
curred. Colour difference, 6E, was calculated 
using Hunter's L, a, b colour sol id co-ordinates 
where 6E = (nL2 + 6a2 + nb2J½. These values are 
shown in Fig.11 and are in good agreement with 
visual observations. 
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The rrost significant colour change was shown 
by the two grades of PVC, which changed dramati­ 
ca 11 y from white to yellow to a dark brown after 
1800 sunshine hours. After approximately 3500 
sunshine hours exposure, al I PVC specimens had 
turned black. These findings confirmed the ne­ 
cessity of repeating tests in the Australian en­ 
vironment irrespective of data already available 
elsewhere. For instance, similar exposure under 
glass of these materials in Eniland did not sh?W 
this degree of discolouration LRuddel I (Ref.7)]. 

Apart from PVC and ACS, ABS showed greater 
colour changes than most other polymers. Of the 
four grades of ABS, ABS (T) had the best resis­ 
tance to yellowing. Minimal colour changes were 
met with PC (I), ASA (I) and (II), and PBTP (I). 

4.2.3 Resistance to Staining The resistance to 
staining by common domestic products is shown in 
Table 3. No plastics were totally immune to 
staining. The materials with low indentation 
hardness and low penci I scratch resistance such 
as ACS and PP were rrost readily stained. The 
harder materials such as PVC, PC and PBTP showed 
the best resistance to staining. 

4.3 Thermal Characteristics 

4.3.1 Heat Distortion Temperature As mentioned 
previously, surface temperatures of 52°c have 
been recorded on white test specimens behind 
glass inside a non-airconditioned office bui Id­ 
ing. The heat deflection temperatures of the 
test materials are shown in Fig. 12. The low 
values for PBTP are unsatisfactory for a tele­ 
phone moulding material. 

4,3.2 Burning Behaviour Because of the complex 
nature of burning behaviour of plastics, diffi­ 
culties arise in predicting the exact way in 
which plastics wi 11 behave in a rea I fire s itua­ 
tion. Minimum Oxygen Concentration for flame 
propagation (MOC) (Ref.8), previously known as 
Oxygen Index, was chosen as the method most per­ 
tinent for a comparative evaluation. The MOC 
varied over a wide range (see Table 4) with PVC 
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1,8 MPa fibre stress. 

and the fire retarded grades of ABS and ACS sig­ 
nificantly superior to ABS, whi 1st general pur­ 
pose ACS, ASA, PP and acetal were inferior. Al­ 
though it is desirable that material for tele­ 
phone mouldings should have a higher MOC than 
ABS (T), it is worth noting that te I ephones made 
from the latter material have not been a fire 
hazard or cause of fire during 14 years of ser­ 
vice experience. 

TABLE 3 Resistance to Staining 

~ 

Ba 11 
Tea Coffee Flyspray Lipstick Grease Point 

e Pen 

ABS (T) F F p F p F 
ABS (DM) F F p F p F 
ABS ( 111) F F p F F F 
ABS ( IV) F F p p F F 
ACS (I) F F F F F F 
ACS ( 11) F F F F F F 
ASA (I) F F p F p F 
ASA ( 11) F F p F p F 
PVC (I) p F p p F F 
PVC ( 11) F F p p p F 
PP (I) F p F p F p 
PP ( 11) F p F p F F 
PC (I) p F p p p F 
PC ( 11) p p p p p F 
PBTP (I) F F p p p F 
PBTP ( 11) F F p p p p 
ACETAL F F p p p p 

F = FAIL 

P = PASS (unaffected, no colour change and no apprec­ 
iable change in surface texture) 
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TABLE 4 Minimum Oxygen Concentration for 
Flame Propagation 
(AS 2122.2 - 1978 Part 2) 

Materia I Result Materia I Result 

% % 
ABS (Tl 19.2 PP (ll 17.7 
ABS (DM) 19. 7 PP ( 11) 17.5 
ABS ( 111) 27.8 
ABS ( IV) 21. 3 PC (I l 26.5 

PC( 11) 26.8 
ACS (I) 27,6 
ACS ( 11) 19.9 PBTP (I) 23.6 

PBTP ( 11) 23.4 
ASA (ll 18.7 
ASA (II) 18.4 ACETAL 15.8 

PVC (I) 45,8 
PVC ( 11 l 34.6 

provided comparative data which makes it possible 
to assess ABS, as currently used for moulding 
telephones, against seventeen other polymers. 

The data has shown that no single polymer is 
superior in al I aspects, confirming findings by 
other administrations [Portwood and Cottr ( I I (Ref. 
9)]. 

However, the decision to test materials under 
Australian climatic conditions, and not to rely 
solely on information published elsewhere, has 
been proven correct. 

ASA is the material considered at this stage 
most I ikely to replace ABS, but further investi­ 
gation is needed before a final decision can be 
made, 

6. ACKNOWLEDGEMENTS 

4.4 Summary 

A survey of al I the results obtained, in­ 
cluding some not I isted in this paper, has led to 
the conclusion that the fol lowing materials were 
at least equal to ABS (T) in performance: ASA, 
PC, PBTP and PVC. Of these, ASA (I l has been cho­ 
sen as the material most I ikely to replace ABS 
(Tl, Telephone cases moulded from ASA (I) are be­ 
ing exposed to sunlight under glass for a two 
year period together with ABS (T), for compari­ 
son, The main parameters being monitored are im­ 
pact strength and aesthetic appearance. 

One advantage of ASA (I) over the other mat­ 
erials is that in any future commercial produc­ 
tion of telephone cases the existing tooling, 
designed for ABS, wi 11 be adequate. 

Polycarbonate was rejected because of raw 
material cost and because previous experience in 
other applications had shown it susceptible to 
crazing and stress cracking. 

The heat distortion temperature of PBTP is 
so low that it could be encountered in service 
in Australia, and therefore use of this material 
would be risky. 

The thermal degradation of PVC and subsequent 
discolouration raises serious doubts regarding 
its use for telephone handsets in Australia. 
Nevertheless, PVC is in use in Japan and being 
considered seriously by two other administrations. 
A number of cases moulded from PVC have been in­ 
cluded in the current evaluations for comparison 
purposes, 

5. CONCLUSION 

Examination of moulding properties and exten­ 
sive physical testing over a two year period has 

The authors wish to thank the staff of the 
London Materials Section, BPO for their assis­ 
tance, frank discussions and co-operation over 
many years. 

The permission of the Director Research, 
Telecom Australia, to pub I ish this paper is ack­ 
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Spectra of Baseband Line Codes with Violations 

C.T.BEARE 
Telecom Australia Engineering Headquarters 

Violations of the line code can be used as a means of providing an 
extra signalling channel. When this is done many of the advantageous prop­ 
erties of the original line code may be lost. This is investigated in this 
paper with reference to AMI and class 4 partial response line codes. Both 
random and repetitive patterns of violations are considered. 

1. INTRODUCTION 2. BIPOLAR CODE WITH RANDOM VIOLATIONS 

Line coding is used in baseband data trans­ 
mission to ensure that the signal transmitted to 

I ine has desirable properties. Removal of DC and 
I ow frequency content in the s i gna I is usua I I y 
necessary for purposes of AC coup I ing or DC 
power feed. On some I ines such as loaded cable 
telephony I ines some restriction on high fre­ 
quencies is also desirable due to the poor trans­ 
mission qua I ity of I ines at these frequencies. 
Coding is also used to aid timing recovery at 
the receiver by ensuring sufficient transitions 
occur in the I i ne s i gna I espec i a I I y if I ong 
strings of ones or zeros occur in the input data. 

Numerous codes have been proposed and are in 
use in different applications. Due (Ref.1) and 
Due and Smith (Ref.2) classify many such codes 
and summarise their significant characteristics. 

As most codes use some form of redundancy to 
derive the I i ne s i gna I, this redundancy can be 
used as an extra signal I ing channel by using vio­ 
lations of the I ine coding rule. The signals that 
can be transmitted in this way include low speed 
clock or framing information and signals to ac­ 
tivate or disable test loops at the remote loca­ 
tion, 

With violation signal I ing, care must be taken 
to prevent the violations destroying the desir­ 
able features of the particular I ine code. In 
particular, if a pattern of violations is sent 
continuously, the spectrum ot the I ine signal can 
be altered considerably. It only one or two vio­ 
lations are used to signal the end of data and 
the beginning ot a coded information sequence, 
the problem of changing the spectrum does not ex­ 
ist. However, interrupting the data f I ow may not 
be possible in many situations. 

Violations of I ine codes are used for other 
purposes also. The B3ZS code is derived by vio­ 
lating the AMI or bipolar code to remove strings 
of zeros and thus improve timing recovery at the 
received end, 

In this paper, the effect of violations on 
the spectrum is considered for the AMI or bipolar 

I ine code and the partial response class 4 I ine 
code, 

One method ot calculating the spectrum of a 
digital I ine signal is to Fourier transform the 
autocorrelation function of the particular sig­ 
nal. Discrete points in the autocorrelation 
function are given by 

R(nT) = < x(tl xtt + nT) > 

where x(t) is the transmitted I ine signal 

and < > denotes time average 

For AMI (bipolar) line coding using rectang­ 
ular pulses of width T three signal levels 
(-1, 0, +I J are used and in any one pulse period 
the transmitted line signal is constant (Fig.1). 
It i and j are used to represent levels in the 
transmitted I ine signal and we define:- 

DATA SEQUENCE 

BINARY 

+l 

+l 
AMI BIPOLAR 0 

( 
FULL WIDTH) -1 
PULSES 

+l 

AMI BIPOLAR 

(
HALF WIDTH)-! 
PULSES 

CLASS 4 
PARTIAL 
RESPONSE 

+l 

-1 

Fig.1 

Ul 

Line code signal. 
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P(i) = probabi I ity that level 

and 

occurs Fourier transforming gives 

P(j/i, n l probabi I ity that level j occurs given 
that level i occurred n bit periods 
previously 

then providing the source is ergodic, (1) can be 
replaced by the ensemble average 

R(nTl l 
a I I 

P(i) L j P(j/i,nl 
a I I j 

This is valid for any multi-level line code using 
rectangular pulses and by inspection for the AMI 
I ine code (Fig.1) becomes 

RCnTl = P(l){P(l/1,n) - P(-1/1,nl} 

+ P(-l){P(-1/-1,n) - P(l/-1,n)} (3) 

and because +land -1 pulses are coded in similar 
ways by the AMI rule 

PC 1 l 
P( 1 /1, n) 
P(-1/1,nl 

P(-1) 
P(-1/-1,n) 
PC 1/-1, n) 

giving 

RCnT) 2P(1){P(1/1,n) - P(-1/1,n)} 

It can be shown (Appendix ll that 

P( 1/1, n) 

and 

P(-1/ 1, n l 

thus 

R(nTl 

¼ for n > 1 

¼ for n > 1 

0 for n > 1 

(2) 

(4) 

(5) 

Also as rectangular pulses are being considered, 
the autocorrelation function wi I I be I inear be­ 
tween the discrete points (Fig.2). 

~ 

0.5 

-3T -2T -T 2T 3T 

Fig. 2 

~5 

Autocorrelation function of AMI. 

S(w) 

or 

S(w) 

f 

1 -· (1 w2T - cos w TJ2 

I sinc2 (wT)(l - cos wTl 
2 2 

Two components of the power spectrum can be dis­ 
tinguished. The sine squared component is due to 
the square pulse shape used while the second fac­ 
tor is introduced by the AMI coding. In fact, if 
Nyquist or other signal shaping is used the sine 
squared function can be modified to the function 
corresponding to the particular pulse shaping 
employed (Ref,3), 

Violations can now be introduced to this I ine 
code. In this paper a violation of the I ine code 
is said to occur when a binary one is transmitted 
in violation of the coding rule. For example, the 
bi nary sequence 1 0 1 1 0 1 may norma I I y be trans­ 
mitted as +1 0 -1 +1 O -1. A violation in the sec­ 
ond binary 1 would result in transmission of the 
sequence +1 0 +1 +l O -1. Note that a violation is 
not always defined in this way. Another common de­ 
finition used leaves the coding rule changed after 
the violation. For example, the above sequence 
would then be transmitted as +l O +1 -1 0 +l. This 
type of violation is not considered in this paper. 

Consider random violations of the AMI I ine 
code. To retain zero DC component it is necessary 
to keep the running digital sum zero. Thus define 

p = probabi I ity of violating +1 for -1 
probabi I ity of violating -1 for +1 

We need to also define subsets of P(i) and 
P(j/i,n) as fol lows:- 

i3c i J 

re i l 

P<j Ii, n l 

P (j / i, n) 

Then (4) becomes 

R(nT) 

- jwT 
RCT le d'r 

probability of level i occurring acc­ 
ording to normal coding rule 

probability of level i occurring by 
violation of normal coding rule 

probability of level j occurring given 
that I eve I i occurred according to 
normal coding rule n bit periods prev­ 
iously 

probabi I ity of level j occurring given 
that level i occurred by violation n 
bit periods previously. 

2i3 c 1 J { i3 c 1; 1 , n l iSc-111,nJ} 

+ 2P ( 1 ) { P ( 1 / 1 , n) - P (-1 / 1 , n) } 

(6) 

(7) 

(8) 
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In this expression 
0.6T 

R(O) 2. ¼. ( 1-p l + 2, ¼. p 

R(Tl = 2.¼.(1-p){½p - ½(1-pl} 

+ 2.¼.p.{½(1-pl - ½p} 

and for n > 1 
0.2T 

i5c 111, nl iSc 11-1, nl P(-1/ 1, n l 

-!(1-2pl2 

(9) 

O.ST f--p_=_0.5 

~ 04T 
"' ~ 
0.. 

~ 0.3T 
~ 
0 
0.. 

O.lT 

and 

S(f) 

·----·---- ~-~---~ 
iSc-1 / 1, n l P<-11-1,ni P( 1/ 1, n) ( 10) 

I 
2T FREQUENCY I 

T 

which is evident from the definitions of P(j/i,nl 
and P(j/i,n) and because +1 and -1 pulses are co­ 
ded in asimilar way by the AMI rule. 

Thus 

R( nTl = 

2 ~ ( 1 ) - P ( 1 >] r, ( 1 / 1, n) - P (-1 / 1, n >] for n > 

( 11) 

Again it is possible to show (Appendix 1) that 

i5c 111, n> 

and 

P<-1/1,n> 

.·. R(nT) 

¼ for n > 1 

¼ for n > 

0 for n > 

S(w) = f sinc2 (wil (1 - AcoswT) 

where A= (1-2p)2 

( 12) 

If we write A= (1-2p)2 then the Fourier trans­ 
formed autocorrelation function becomes 

( 13) 

Note how again it is possible to distinguish the 
code and pulse shape factors in the spectrum. 

The spectrum is plotted for various values of 
p in Fig.3. As expected, increasing the probabi 1- 
ity of violation increases the spectrum low fre­ 
quency content, unti I at p = 0.5 the signal 
spectrum becomes that of a random binary signal. 
In normal situations, violations wi I I not be ran­ 
dom in nature and this result will not be applic­ 
able. However, any violation pattern would be ex­ 
pected to modify the I ine signal spectrum in a 
similar manner. In Section 4, the effect on the 
AMI spectrum of a particular repetitive violation 
pattern is demonstrated. 

Fig. 3 Power spectrum of AMI with violations. 

3. PARTIAL RESPONSE CLASS 4 WITH RANDOM VIOLA­ 
TIONS 

Part i a I response c I ass 4 I i ne s i gna Is can be 
generated by interleaving two AMI streams with 
each stream coded from alternate data bits. 

Equation (13) is the spectrum of AMt ustng 
ful I w l d+h pulses, tf half width pulses were used 
(Fig.1 l then the derivation fol lows as before, 
but now in addition to RCnTl as before, an extra 
condition is necessary due to the half width pul­ 
ses, namely 

R(2n+1 T) 
2 

This results in a power spectrum for half width 
AMI with violations 

Class 4 partial response is formed by adding 
together two independent half width AMI streams 
where each AMI stream is coded at one half the 
data rate. Thus the power spectrum of class 4 
with random violations is obtained from (14) by 
halving the rate and doubling the amplitude giv­ 
ing 

S2Cwl 

0 for n > 0 

l sinc2 (wT) (1 - AcoswTJ 
8 4 

f sinc2 (wi) (1 - Acos2wT) 

( 14) 

( 15) 

where 

A = (1-2p)2 as before 

Note how the pulse shaping and code shaping tac~ 
tors are again evident. The spectrum of the non 
violated code can be obtained by setting p = 0. 

The violated code spectrum is plotted for 
various p in Fig,4, For this I ine code the vio­ 
lations destroy the frequency nul I at one half 
the symbol frequency as wel I as increasing the 
low frequency content of the I ine signal. 
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S(f) 

0.8T 

0.7T 

0.6T 

,. 0.5T :::, 
"' •... til ~ 0.4T 
"' ~ ~ 

0.3T 

0.2T 

0.IT 

0 

Fig,4 

0.3 
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I \ i 
"' 
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\ 

I 
1T 
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1T 

I 
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Power spectrum of Class 4 partial 
response with violations. 

I 
T Fig.5 

FREQUENCY 

Line spectrum of DDS violated AMI idle 
code. 

4. BIPOLAR WITH CODE WORD VIOLATION 

In Section 3 the effect of random violations 
on the spectrum of a bipolar coded signal was 
demonstrated. However, in most practical viola­ 
tion schemes, the violations are applied in a 
repetitive manner and not randomly. For example, 
the Bel I Digital Data Service (DDS) uses code 
words with violations (Ref.4). As an i 11 ustration 
of the effect of repetitive violations, the spec­ 
trum of the idle code transmitted in the Bel I DDS 
system is calculated. 

Each code word is of the form BBXOV 

where B is any± 1 level pulse transmitted ac­ 
cording to the normal bipolar rule 

X is a system determined pulse (either 0 
or B) 

0 is a binary O pulse 

V is any± 1 level pulse transmitted in 
violation of the normal bipolar rule 

In particular, the idle code (normally al I binary 
ones) is transmitted as 

1 -1 1 0 0 
code word 

-1 1 -1 0 0 -1 
code word 2 

repetitively 

As this signal is repetitive, the spectrum of 
the I ine signal wi 11 be a I ine spectrum and can 
be calculated from a Fourier Series (Appendix 2). 
The resulting spectrum is shown in Fig.5 with 

{ 

8 (2 . nn . nn . mr)2 
= ::7:"2" sin- - sin- - s1n- n 11 3 6 2 

2C 2 
n 

= 0 

for n odd 

for n even 

Where 2Cn2 is the power of the spectral compon­ 
ent at n/12ths of the data rate. The two most 
significant components appear at 5/12 and 7/12 
of the data rate. 

If a 2400 bit/s modem strapped for data 
transmission at OdBm with random data is used 
with this idle code format, the power at each 
frequency would be as shown in Table 1. 

TABLE 1 Power in Idle Code for 
2400 bit/s DDS modem 

FREQUENCY (Hz) POWER 

200 -11 dBm 

1000 -1,7dBm 

1400 -4.6 dBm 

2200 -31 dBm 

2600 -33 dBm 

This compares with a power of +2. 1 dBm at 1200 Hz 
in a modem transmitting binary ones according to 
the normal bipolar rule. 

5. CONCLUSIONS 

( 16) 

Before using violations of I ine codes as a 
means of achieving an extra signalling channel, 
some investigation must be undertaken to ensure 
that such violations do not destroy the useful 
properties of the original I ine code. This paper 
i I I ustrates the effect on the spectrum of bi po- 
1 ar and class 4 partial response I ine codes of 
random violations of the coding rule. In these 
cases, increasing the number of violations in­ 
creases the low frequency content of the I ine 
signal and in the case of class 4 partial re­ 
sponse removes the frequency nu I I at ha If the 
data rate. 

S4 ATR. Vol. 13, No. I, 1979 · 



Baseband Line Code Spectra 

By example using the Bel I DDS idle code the 
effect of repetitive violations in producing a 
particular I ine spectrum is shown, In any pro­ 
posed system of repetitive violations, a few 
initial calculations can avoid later problems 
associated with high level components at un­ 
desirable frequencies on the I ine. 
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APPENDIX 1 

Case 1 no violations 

From definitions and tor n > 1 

P( 1/ 1, n l 

P(-1/1,nl 

prob (binary 1 received) 
x prob (odd number of binary 1s in 
last n-1 symbols) 
1/2 X 1/2 
1/4 

prob (binary 1 received) 
x prob (even number of binary 1s in 
last n-1 symbols) 
1/2 X 1/2 
1/4 

Case 2 with v!olat[ons 

Firstly define 

A even,even 

n-1 
l prob (m binary is in 
m=O symbols) 
m even 

x prob (even number of viola­ 
tions in m symbols) 

last n-1 

Similarly tor Add dd A dd and Add o ,o even,o o ,even 

Now from definitions and for n > 1 

P< 111, nl 

and 

PH/1,nl 

prob (symbol = 1 by violation) 

x (A + A ) even,even odd,odd 

+ prob (symbol = 1 by normal coding) 

x (A + A ) odd,even even,odd 

prob (symbol 1 by violation) 

x (A + A ) 
odd,even even,odd 

+ prob (symbol = 1 by normal coding) 

x (A + A ) 
even,even odd,odd 

now prob (even number of violations in m symbols) 
1/2 

and prob (odd number of violations in m symbols) 
1/2 

A even,even 

n-1 
= l prob (.rn binary is in n-1 

m=O symbols) x 1/2 
m even 

1/2 x prob (even number of bf­ 
~ary is in n-1 symbolsl 

= 1/2 X 1/2 = 1/4 

Similarly A = A = A =1/4 odd,odd odd,even even,odd 

i5<1/1,nl = ½p <1/4+1/4l + 112<1-pl <1/4+1/4l 

1/4 

and P(-1/1,nl = ½P (1/4+1/4) + 1/2(1-p) (1/4+1/4) 

1/4 

APPENDIX 2 - derivation of DDS idle code I ine 
spectrum 

-6T 6T 

1 -1 1 0 0 1 -1 1 -1 0 0 -1 

code word 1 code word 2 
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Because the I ine signal s(t) is an even periodic 
function and has no D.C. component, the voltage 
spectrum can be calculated as fol lows: 

s<t) = 2I 
n=l 

where 

c cos (nw t) where w n o o 

6T nrrt dt f s(t) cos 6T 
-6T 

and by symmetry 

nrrt 
s(t) cos 6T dt n odd 

n even 

= {L (2 rm 

0 

nrrt 6T dt 
1 3T - J nn+ 3T cos -- dt 

2T 6T 

and the power in a particular component is 

2C 2 
n 

{ 

8 ( 2 . nn . nn . nrr) 2 = :"2::2 s1n--s1n--s1n- n rr 3 6 2 

0 

n odd 

n even 

n odd 

n even 

n odd 

n even 
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