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Challenge. • • 

It is now widely recognised that the information industry is a very significant 
part of our economy. Means of recording, storing, transferring and manipulating 
information are becoming more powerful and cheaper with astonishing rapidity. 

We are also witnessing the growth of two opposing social attitudes towards 
information - freedom of information and privacy. These opposing views are 
progressively developing and lines of demarcation are becoming increasingly 
difficult to discern; in some cases they even overlap. A case in point is 
telephone numbers; in general, it is desirable that these should be publicly 
available so that calls can be made to people whom one wishes to contact. 
However, many people are prepared to pay a premium for an unlisted telephone 
number so that they will not be bothered with telephone calls. Taken to the 
ultimate, if the only purpose of a telephone were to originate a call and not to 
receive one, then the reason for existence of a telephone network becomes unclear. 
While there is universal acceptance of a telephone directory containing most 
telephone numbers, th~re appears to be considerable resistance to selections of 
that publicly available information being made available. Direct mail selling is 
becoming a way of life, and purveyors will need address lists; some people may 
wish to preserve their privacy in regard to not being included, yet others will 
wish to avail themselves of opportunities. Modern information processing 
equipment can sort available data, but what will be the guiding social pressures? 

Commercial information, or data, can be regarded as a commodity; indeed, this is 
now recognised by the OECD, who are formulating rules about transnational data 
flows. How are these to be monitored, while respecting privacy? On the other 
side of the coin, how is commercial security (which is necessary to preserve the 
valu~ of the commodity) to be maintained? Technology is available for encryption 
which can enable data, or information, to be openly concealed in publicly 
available or private data bases in a form which makes its recognition virtually 
impossible; similarly with information which is transmitted. Maintenance of 
security is vital to those handling the data or information; however, what are 
the rules of freedom of access for those genuinely concerned that the data may 
or may not refer, accurately or inaccurately, to themselves? Mention of Debt 
Collecting Agencies provides interesting speculation on the values of both 
commercial security of information and freedom of access. 

The acceptability of methods of handling data and information is going to become 
more complex and have increasing significance as tools for handling them become 
(inevitably) cheaper and more powerful. Likewise, difficulties in policing rules 
are going to become more significant, both technically and in volume. It is to 
be hoped that we can develop a realistic attitude to the handling of information 
that will be acceptable to both the information industry and to individuals. 

H.S. Wragge. 
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A Computer Technique For The Frequency 
Response And Sensitivity Analysis Of Digital 
Filters: A Tutorial 

P.R. HICKS 
J.L. SNARE 
Telecom Australia Research Laboratories 

This paper describes a numerical technique (suitable for performing on a 
digital computer) to obtain the frequency response and make a sensitivity 
analysis of a wide variety of digital filter networks. The technique, which is 
based on well established theory, uses a simple matrix representation of the 
digital network, which is readily derived from a signal flow graph description 
of the network. Some practical results obtained in analysing the cascade form 
and parallel form realizations of an eighth order bandpass filter are presented. 

1. INTRODUCTION 

Fundamenta I to v i rtua I I y a I I s i gna I process­ 
ing is the need for I inear time invariant fre­ 
quency selective filters. By implementing the/ 
filter using digital components performance err:_ 
teria can often be satisfied which would be elus­ 
ive using alternative classes of filter, such as 
passive LC or active filters. The past decade has 
seen a unification of the theoretical basis and 
the development of a wide variety of structures 
and design techniques for the implementation of 
digital filters. Presumably digital filtering 
wi I I become common place in the next decade - par­ 
ticularly in view of the developments in digital 
hardware suitable for digital signal processing 
applications. 

It is possible to realize a particular trans­ 
fer function or filter specification by a number 
of different f i I ter structures : direct form II, 
cascade form or para I I e I form for ex amp I e. 

Having obtained the filter coefficients for a 
particular structure it is I ikely that the de­ 
signer would I ike to check the filter response 
and perhaps more importantly test either the sen­ 
sitivity of the response to changes in the filter 
coefficients or test the effect of finite word 
length. This paper describes a technique for com­ 
puting the frequency response and making a sensi­ 
tivity analysis of digital filters. The technique 
provides the designer with a convenient method of 
comparing the responses of different filter struc­ 
tures tor varying coefficient precision. The tech­ 
nique is based on some well established theory; 
however we feel that many engineers may not be 
aware that this theory can be applied to obtain 
the frequency response and make a sensitivity 
analysis of digital networks. We see its use as an 
ana I ys is too I in the first stages of the design of 
a practical digital filter; ie. finding the mini­ 
mum precision with which the filter coefficients 
must be specified. 

The approach taken uses a simple matrix repre­ 
sentation of digital networks, which is readily 
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derived from a signal tlow graph description, us­ 
ing z-transform techniques. 

2. MATRIX REPRESENTATION OF DIGITAL NETWORKS 

A digital network can be represented by a sig­ 
nal flow graph. The signal flow graph consists of 
nodes and directed branches with al I branches con­ 
nected between nodes. The transmission from node j 
to node k is denoted fjk ie. a branch in a 
signal flow graph joining node j to node k is 
drawn as shown below 

w. 

k 

Associated with each node j there is a node 
variable, wj . Associated with each branch jk 
there is an input Cwjl and output (vjkl Wj 
is commonly referred to as the node input vari­ 
able; Vjk is referred to as the branch output 
variable. The dependence of a branch output upon 
the branch input is denoted 

The[] notation represents the transformation from 
branch input to branch output. 

In the common realizations of digital filters 
the branch transmittances (tjk) are restricted 
to either, 

( i ) mu It i p I i cation by a sea I a r 

(ii) a delay element (shift operation) 

The node value at each node in the network is 
given by the sum of the outputs of a I I branches 

3 
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entering the node (simi Jar to Kirchoffs current 
Jaw). 

If we define a source node as one at which' we 
can inject externa I inputs into the graph and a 
sink node as one at which an output can be extrac­ 
ted 

assuming N network nodes (numbered 1 to N) in 
the graph 

M source nodes 

P sink nodes 

a graph can be represented by the fol lowing set of 
equations (Ref.1). 

N 
I V 'k + 

j=1 J 
(network 
nodes) 

M I s. k k= 1, 2, 3, .. N 
j=1 J 

( source 
nodes) 

N 
I r.k 

j=l J 
(network 
nodes) 

k=l ,2, .. P 

where sjk denotes the output of the branch con­ 
necting source node j to network node k 

rjk denotes the output of the branch con­ 
necting network node j to si~k node k 

A convenient way of representing a network 
containing delay elements is to use the z-trans­ 
form. The z-transform of a unit delay is z-1 

In terms of the z-transform the above set of 
equations may be written 

k=l ,2, .. N 

k=l ,2, .. P 

Assuming the branches connecting the source 
and sink nodes to the network have constant trans­ 
mittances bjk and cjk respectively, then 

Vjk(z) = FjkW/zl 

Sjk(z) = bjkX/zl 

Rjk(z) = cjkWj(z) 

4 

where Fjk is either a scalar or the unit delay 
operator z-l . 

Thus 

N 
I c.kW.(z) 

j=1 J J 

The notation used in this paper so far has 
used lower case symbols to denote sequences in 
the time domain and upper case symbols to denote 
their z-transforms. To simplify the notation in 
the fol lowing disoussion, al I variables are assu­ 
med to be in the z domain. Matrices are denoted 
by uppercase italic unsubscripted symbols with 
specific elements identified by subscript. 

In matrix form the network equations in the 
z domain may be written: 

W = FtW + BtX 

Y = ctw 

where w is the column vector wk 
of signals at the 
network nodes k=1 ,2, .. N 

X is the column vector x. 
of sources J j=l, 2, .. M 

y is the column vector yk 
of sinks (outputs) j=l ,2, .. p 

Ft is the NxN transpose of the trans­ 
mittance matrix 

t . B 1s the NxM transpose of the source 
connection matrix 

et is the PxN transpose of the sink con­ 
nection matrix 

The transpose notation is necessary for sub­ 
script consistency between the network description 
and matrix representation, 

Solving for W(z) 

W = [I - Ft]-l BtX 

TtX 

t [ t]-1 t . f' th where T = I - F B 1s de 1ned as e 
transfer function matrix of the system. 

If we assume that there are N source nodes 
and there are N network nodes (ie. each network 
node has a source connected to it) 

then Et= I the unit matrix 
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and 

Thus 

Then the transfer function from node j to 
node k may be determined from the matrix Tt by 
setting al I sources to zero except the one connec­ 
ted to node j . For example: assume a source is 
connected to node j , then the transfer function 
between node j and arbitrary node k is the 
element k,j of Tt 

3. NETWORK SENSITIVITY 

Using Te I I egens theorem (Ref. 1) a genera I ex­ 
pression may be derived which relates the sensi­ 
tivity of the transfer function tor a given net­ 
work to changes in the branch transmittances. 

We w i I I consider the transfer tunct ion between 
an arbitrary pair of nodes a and b in the net~ 
work, see Fig.1. Tab is then the system transfer 
function from node a to node b . The sensitiv­ 
ity of this function to changes in a branch trans­ 
mittance Fnm is defined as 

It has been shown (Ret.2) that 

where Tan is the system function between node 
a and node n 

and Tmb is the system function between node 
m and node b. 

Tnm 
Fnm !:, Fnm 

/n'-. /m\ I ,.._ _.... \ 
\ 
\ Tmb 

\ 
\ --------0-_ Tab b ------......_,, 

Y(out) 

Tan I 
I 
I /------ 

Tm, 

x(inJ 

Fig.1 Signal flow graph conventions. 
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The sensitivity of Tab to a large scale 
change in Fnm can be determined by writing 6Tab 
as a Taylor Series Expansion 

3T a2T 
~ 6F + J_ ~ (6F )2 + 
aF nm 2 3F2 nm nm nm 

It fol lows that (see Appendix 1) 

Tan Tmb 6Fnm 
1 - T 6F mn nm 

This expression relates a change in the sys­ 
tem function Tab to a large scale change in the 
branch transmittance Fnm, (6Fnml . 

4, PRACTICAL ADVANTAGES OF THE MATRIX APPROACH 

It is of course possible to compute the trans­ 
fer function response and calculate sensitivities 
using so called direct methods. From the signal 
flow graph representation of the digital network 
the system trans1er function is obtained. This 
wi I I usually involve either solving a series of 
network equationd or breaking the ti lter structure 
down into a numbdr of canonic form sections whose 
transfer tunctioris are readily known. For example 
the transfer tundtion of a direct form II section 
is of the form ' 

1 + C2z-11 + C4z-2 

,- c,,-, 

The overal I irranster function of say a cascade 
form (of direct form II sections) is then the pro­ 
duct of such terms. The frequency r~sponse may be 
computed by setting z-1 = e-s = e-Jw and calcu­ 
lating the magnitude as the frequency is varied. 
This process wi I I generally involve a fair amount 
of tedious algebra especial Jy tor comp I icated ti 1- 
ter structures. 

H(z) 

Jn regard to calculating sensitivities it 
should be noted that the sensitivity expression 
developed in section 3 is valid regardless of how 
the transfer functions are calculated. However in 
calculating 6Tab it is necessary to know the 
values of several internal transfer functions tor 
each coefficient change. Direct method calculation 
of these internal transfer functions may be quite 
difficult, Typically a sensitivity analysis would 
require the effects of changes in many/al I of the 
ti lter coefficients to be considered. Also each 
coefficient may be varied over a range of values. 
Thus a large amount of algebraic and computational 
effort may be required when using the direct meth­ 
od approach. 

5 
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With the matrix approach, the values of al I 
possible required transfer functions at a particu­ 
lar frequency can be obtained using information 
gained from a single evaluation of the system 
transfer function matrix Tt • If efficient matrix 
inversion techniques are used a considerable sav­ 
ing in computational effort is made. Having ob­ 
tained the required transfer functions the effect 
of changing a particular branch transmittance over 
a range of values, (at one particular frequency), 
is then a relatively simple calculation using the 
sensitivity expression. The calculation may be 
readily repeated for each of the coefficients in 
turn. 

Of course it is possible to calculate bTab/ 
bFnm directly; however this would involve many 
evaluations of the transfer function in order that 
al I coefficients are varied by a desired amount 
over the frequency range of interest. 

5. NUMERICAL EVALUATION 

A computer program has been written to calcu­ 
late the transfer function of a digital network 
and the sensitivity of that network to coefficient 
changes. The program is not an implementation of 
the filter but uses the theory outlined in sec­ 
tions 2 and 3 to enable the required calculations 
to be made. 

It has been noted that sensitivity (bTabl 
and transfer function can be calculated by select­ 
ing appropriate elements from the (I-Ft)-1 matrix 
calculated for the overal I network. The z-trans­ 
form domain description of this matrix is not con­ 
venient for numerical computation. A satisfactory 
way to perform the required calculations is to 
consider the case where a steady state sinusoidal 
input is assumed. Under these conditions 

cosw - jsinw 

where w is the radian frequency. 

The main feature of the computer pro~ram is 
evaluation of [I-FtJ-1 . In general, F (z) con­ 
tains complex elements, so the matrix inversion 
technique used must be able to handle complex var­ 
iables. Since it is common to specify the digital 
filter coefficients to a large number of signifi­ 
cant figures (e.g. 10), double precision arith­ 
metic may be required. 

Subroutines exist that wi 11 perform either 
complex or double precision matrix inversions but 
not both. To achieve the desired inversion an al­ 
gorithm was used that separately handles the real 
and imaginary parts of a complex matrix in double 
precision form and produces an inverse consisting 
of two matrices - the real part and the imaginary 
part, Detai Is are shown in Appendix 2. A simple 
calculation can then be performed to find the mag­ 
nitude and phase of the elements of the complex 
inverse, 

Filter configuration detai Is and coefficient 
values are entered in special subroutines rather 
than being input variables. This has two main ad­ 
vantages (at the cost of loss of generality). 

6 

Firstly, the program is simpler and secondly, 
large amounts of data do not need to be entered 
for each run, The subroutine tor a filter config­ 
uration is simply structured and additional sub­ 
routines can be readily added. 

The network defining subroutine is constructed 
such that firstly the numerical values of the net­ 
work coefficients are entered. Next the elements 
of the transpose of the transmittance matrix Ft 
are entered, Now since the network wi I I contain 
delay elements ie. z-1 , the transmittance ma­ 
trix is complex since z-1 = e-Jw = cosw - jsinw. 

Ft is stored as two matrices: 

FTR represents the real part of Ft 

FT I rep resents the i magi nary pa rt of Ft 

For example if we have a branch 
C 
X 

j k 

where Cx is a real constant FTR(k,j) + C 
X 

if we have m 

FTR(m, 1) 

FTI (m, 1) 

+ cosw 

s i nw 

Since any network is completely specified bt 
the transpose of the transmittance matrix ie. F, 
the numbering of the nodes of any signal flow 
graph can be done quite arbitrarily. However in 
order that no node is overlooked it is best to 
adopt a logical or sequential numbering scheme. 
The convention adopted was that the input node was 
specified as node t~ and the output node as node 
m. 

As an example, the transpose of the transmitt­ 
ance matrix Ft for the cascade form structure 
shown in Fig.2a is as shown below. 

This matrix typically contains few non-zero 
elements and hence sparse matrix inversion tech­ 
niques enable the inverse to be efficiently com­ 
puted. 

Ft is read i I y obtained when it is rea I i zed 
that the columns of Ft are the branch input 
nodes and the rows are the branch output nodes. 
Thus the transmittance of the branch joining node 
j to node k is the element k,j of Ft . 

A. T.R. Vol. 15, No. 2, 1981 
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-, 
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 C11 
K 0 0 C1 C3 0 0 0 0 0 0 0 0 0 0 0 0 
0 0 z-1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
0 0 0 z-1 0 0 0 0 0 0 0 0 0 0 0 0 0 
0 0 1 C2 1 0 0 0 0 0 0 0 0 0 0 0 0 
0 0 0 0 0 I 0 C4 C5 0 0 0 0 0 0 0 0 

Ft(z) = I 0 0 0 0 0 0 z-1 0 0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 z-1 0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 1 Cs 1 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 1 0 C7 Cg 0 0 0 0 
0 0 0 0 0 0 0 0 0 0 z-1 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 0 0 z-1 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 0 1 Cs 1 0 0 0 0 
0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 C1 o C12 
0 0 0 0 0 0 0 0 0 0 0 0 0 0 z-1 0 0 
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 z-1 0 

Transmittance Matrix for filter structure shown in Figure 2a. 

10 11 14 15 
IN • 

=- 7.l ;r 7.t ;r 71. )1 ;}1 11 '3ilo' OUT 

z-1 +, 
z-1 

~ I oE ! ••• I I E ! :;.., I L 
C3 5 I C6 9 1 C9 13 I Cl2 17 

k = 0 005656462366 

Cl =0·2855823838 C/=0·196901665 
C2=0-4512591755 CS= -0·0099665157 
C3= -0·9116360616 C9 = - 0 9695353354 
C4=0-4457342317 C!O = 0·5515388641 
C5 = -1·09869455 Cl!= -07304169706 
C6= -0·913078673 Cl 2 = - 0·9705899009 

Fig. 2a Cascade foY'ITI (direct foY'!Tl II sections) 
realization. 

6. APPLICATIONS 1 .466077) Radian/Sec and the response must I ie 
within the I imits (1 .03156, 0.9684368). The stop­ 
bands are (0 to 1 .2086) and (1 .553 ton) Radian/ 
Sec where the response must be less than 0.01052. 

The program can be used to investigate the as­ 
pects of digital filter performance given in sec­ 
tions 6.1 and 6.2. As an example, the cascade form 
and para I lel form realizations of an eighth order 
bandpass filter are considered. 

6. 1 Frequency Response 

The specification of the bandpass fi ltei ex­ 
ample chosen is shown in Fig.3. From the filter 
specification the filter passband is (1 ,2915436 to 

A cascade form realization of the specifica­ 
tion is shown in Fig.2a. A para I lei form real iza­ 
tion is shown in Fig.2b. The frequency response 
was computed using the nominal coefficient values 
as specified in Fig.2. A plot of the frequency re­ 
sponse· is shown in Fig.4. It can be seen that the 
achieved response meets the specification. 

A. T.R. Vol. 15, No. 2, 1981 7 
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16 

Cl6 
K=O·lOOOO 0=007220910762 
Cl-02034508401 C9= -02052671178 
C2=0 2855823838 ClO=O 196901665 
C3 =0 9026252904 Cl!= -0·2413054652 
C4= -09116860616 Cl2= -0·9695353354 
C5=0·182701196 Cl3= -0·1965294023 
C6 = 0 4457342317 Cl4 = 0·5515388641 
Cl= -0·9457352763 Cl5=0 298888793 
C8= -0913078673 Cl6= -09705899009 

Fig.2b - Parallel form realization. 

1+2Ep I LL/./LUL~ 
l+Ep 
1-Ep 
I-2Ep -+-~~~~ 

1Es 

cs 

c,Js2 

Fig,3 

Ep =00157816 E5 =000526063 

=pl =0.4)lllll, W5) =0384)015, 
Wp2 =0.466666), W52 = 0.4944444, 

Design specification for eighth-order 
bandpass filter. 

10 

'' i 

~ ' ' 
1 
. 
; . \ ~ (\ I ,,,-- 

l 1 I 
I I I I I I I I I I I I I I I I I I I I I I I I I 

10 

O·O 

Fig.4a 

05 1 5 20 
FREQ 

Frequency response of cascade form 
realization (nominal coefficients). 

1 0 2 5 30 

8 

10 ..,,,...------,-------r------.-------, 

10-l 

"' <C "' 
10-2 

10-3 

10-4 
112 1'3 14 15 16 

Fig.4b 

FREQ 

Passband frequency response of cascade 
form realization (nominal coefficients). 

6.2 Effect of Finite Word Length/Sensitivity 
Analysis 

(a) Finite Word Length Effect 

In implementing a digital filter structure 
the designer is restricted to a finite register 
length and hence one can not assume infinite pre­ 
cision in the filter coefficients. 

The filter coefficients may for example be 
specified to 10 significant figures. For integer 
arithmetic a working rule is that you require 
approximately three binary bits/decimal digit plus 
one bit. Also it is usual that an extra bit is re­ 
quired to represent the sign. 

Hence by truncating the filter coefficients to 
say 5 decimal digits we could see the effect of 
implementing the filter with 16 bit precision 
arithmetic. 

The fol lowing table gives the approximate num­ 
ber of binary bits required to represent a decimal 
number. 

Number of 

decimal diqits 

Number of 

bits (siqn + maqnitudel 

3 

4 

5 

+ 10 

+ 13 

+ 16 

In order to see the effect of finite word 
length the filter coefficients of the cascade form 
filter shown in Fig.2 were truncated to 3, 4 and 5 
decimal digits. Plots of the response of the pass­ 
band are shown in Fig.5. 

35 

With the coefficients specified to 3 decimal 
digits the passband specification is not met for 
the cascade rea I i zat ion. If the passband spec if i - 
cation is critical but some relaxation in the 
stopband is al lowed another structure might be 
considered, For example, with the para I lei form 
realization of the filter, with the coefficients 
specified to 3 decimal digits, the passband speci- 

A. T.R. Vol. 15, No. 2, 1981 



10 --:r------r-------,------,-------. 

10-l 

co 
-c :,; 

10-2 

10-3 

10-4 
I 

12 13 14 15 

FREQ 

Fig,5 Effect of finite word length on fre­ 
quency response of cascade form real­ 
ization. 

fication is now met. However the stop band speci­ 
fication is not met. 

Alternatively we can increase the prec1s1on 
with which the coefficients are specified. The 
filter specification is met using 4 decimal dig:ts 
for both the cascade form and para I I e I form rea 1- 
i zat ions. 

Considering the specific frequency w = 1 .3823, 
the difference between the magnitude response us­ 
ing the nominal coefficients and the response us­ 
ing 5 digH coefficients is 0.01 dB. Hence it is 
seen that it is only required to specify the co­ 
efficients to 5 decimal places to get an excel lent 
response. Practically one could use 4 decimal dig­ 
its. The cascade form filter could certainly be 
implemented using 16 bit arithmetic. 

The t i I ter coeft i c i ents tor the 3, 4 and 5 
decimal digit specification were just straight 
truncations and no rounding was performed. With 
rounding the 4 decimal specification would appear 
to be adequate. A design approach might be to use 
16 bit arithmetic (including sign bit) and fill 
the register to the precision provided by 15 mag­ 
nitude bits. 

(b) Sensitivity Analysis 

A more formal method of studying the effect 
of coefficient changes on the achieved transfer 

TABLE 1 
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function is by applying the sensitivity formula of 
section 3. This enables changes in the transfer 
function to be calculated directly from changes in 
the coefficients, It is interesting to note that 
for non recursive filter structures with no feed­ 
back paths, the Tmn term in the sensitivity 
equation is always zero and hence the change in 
the overal I transfer function is directly propor­ 
tional to the change in a branch transmittance. 

Sensitivity analysis can be used to find those 
coefficients which are sensitive to change and 
thus cause the specification not to be met as the 
coefficient precision is decreased. As an appl !ca­ 
tion of the sensitivity formula using the matrix 
approach, sensitivity analyses were performed for 
variations of each coefficient in both the cascade 
and para I lei form realizations of the filter. The 
change in the system transfer function was com­ 
pared to the filter specification given in Fig.3. 

The sensitivity analysis was carried out in 
the following manner. All filter coefficients were 
rounded to 4 decimal digits since this precision 
was the minimum required to meet the filter speci­ 
fication. Each coefficient was then varied in turn 
by the same amount, The variation chosen was 
o = 2-9 = .001953. This variation represents the 
effect of truncating the coefficients after the 
9th bit. It shou Id be noted that because of the 
nature of digital filters any variation in the 
filter coefficient must be a discrete amount. 
Hence we do not consider percentage changes in the 
coefficients as we might do with a passive LC fi 1- 
ter. 

Detailed results of the magnitude of the var­ 
iation in the cascade filter response at some 
specific frequencies of interest are given in 
Table 1. 

As can be seen from Table 1 the cascade form 
realization is characterized by having the pass­ 
band more sensitive to coefficient variation then 
than the stopband. The stopband variations are 2-3 
orders of magnitude below the passband variations. 
Also we see that the variations due to changes in 
coefficients C7 and C10 would cause the filter 
specification not to be met. For 6 = 2-12 the 
filter specification was met. Thus we see that 
with coefficients C7 and C10 specified to 12 
bits and the other coefficients specified to 10 
bits the filter specification would be met. 

A more refined sensitivity analysis would pro­ 
duce the minimum precision required for each co- 

Transfer Function Variation tor Coefficient Change 
6 = 2-9 - Cascade Fi I ter 

Frequency Transfer Function Variation (6Tabl 
rad/sec 

6C7=0 I 6C9=6 6C3=o 6C4=0 6C6=o 6C1 0= 6 

.4 6x 1 o-6 7.4x10-6 6.7xio-6 6x10-6 15.4x10-6 7.7x10-6 

. 651 5.1x10-6 7.6x10-5 5.6x1o-6 6x10-6 4.4xlo-6 8x10-6 

1 . 29434 .0005 ,0068 .0136 .0018 1 .0048 .061 * 
I. 30062 .0007 .0056 .0157 .0013 

1 · 0054 .044 * 
1 . 38230 .01 . 016 .0014 .011 .0009 . 01 

1 .45142 .016 .0017 .0083 . 03~ * I . 029 .0044 

l .4577 . 014 .0025 .0079 . 048 * j • 023 .0053 

* In-di cates f i I ter spec it i cation w i I I not be met. 
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efficient. A suggested technique is to first cal­ 
culate the binary equivalent of each coefficient 
to say k bits, and then apply the change 6 
equivalent to truncating the coefficient after 
the nth bit. 

ie. 
k 
I 

i =n+l 
x.W. 

I I 
6 

where is the ith bit - 1 or 0 

is the weight of the ith bit. 

In r-e l at i on to the paral lei form realization, 
we find that the situation is reversed - ie. the 
stopband is more sensitive to coefficient change. 
Hence, it the pass-band specification is critical 
the para I lei form structure may be desirable but 
if the stop-band specification is critical the 
cascade form structure may be a better choice. 

7. CONCLUSIONS 

The design of digital tilters remains a rel­ 
atively complex subject. However the advent of 
suitable digital hardware and catalogue designs 
greatly aids the implementation of digital fi 1- 
ters, A potential user is sti I I faced with the 
problems of how to compare alternative digital 
ti lter realizations and how to determine the com­ 
putational precision required for their implemen­ 
tation, This paper has demonstrated how the appl i­ 
cation of some relatively simple theory enables 
these problems to be solved. Numerical calcula­ 
tions based on this theory can be performed using 
a computer program that can be readily adapted to 
analyse a wide range of digital ti lter networks. 

A sensitivity analysis can be used for a de­ 
tailed study of a particular digital filter imple­ 
mentation to investigate in depth the efteGts in­ 
dicated by the simpler truncation analysis. 
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APPENDIX 1 Derivation of the Sensitivity 
Equation 

We have 

t.Tab 
3T 32T 
~t.F +l~(t.F )2 
3F nm nm 2 3F2nm nm 

+ ••. Taylor Series Expansion 

From 

(1) 

T an 

3T 3T 
~+T ~ 
3F mb 3F nm nm 

(2) 

From equation (1) 

3T 
an= T Tmn 
~ an nm 

Substitute into equation (2) 

3F2 
nm 

3(Tan Tmn Tmb) 
3F nm 

T an 

3T 3T 3T 
T ~+T T ~+T T ~ 
mb 3F an mb 3F an mb 3F nm nm nm 
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ie. 
3F3 

nm 

Genera I i zing 

k! T k-l T T 
mn an mb 

I 
k=l 

[LiF ] k 
nm 

l ~ k ! Tk- l T T [LiF t 
k=l k. mn an mb nm 

I Tk' T T LiFk' .LiF 
k'=O mn an mb nm nm 

Tan Tmb LiFnm 
1 - T LiF mn nm 

ie. L\Tab 

APPENDIX 2 Inversion of Comglex Matrices 

Consider that we wish to invert the matrix [A+jBJ 

Define 

-1 
[A + js] ~ [C + jD] ( 1) 

by definition of the inverse 

[ A + j B] [C + j D] I 
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Hence equating real and imaginary parts 

AC - BD = I (3) 

AD+ BC= 0 (4) 

From equation (4) 

D = -A-1.B.C imaginary part of the inverse (5) 

From equations (3) and (5) 

C real part of the inverse. 

Hence the inversion procedure is as fol lows: 

( i) Compute A-1 

(ii) Compute C = (A+ BA-1B)-l 

(iii) Compute D = -A-1BC 

It should be noted that a necessary condition tor 
this matrix inversion algorithm to function is 
that both the Matrices A and C must be non­ 
singular. In digital filters this wi 11 usually be 
the case since A= Re{I-Ft(z)} and is forced to 
have unity elements on the leading diagonal. Al­ 
ternative formulations of the solution place non­ 
singular requirements on B and D . 

(2) 
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The Chernoff Bound Applied To Error Rate 
Measurements 

A. HAIME 
Telecom Australia Engineering Department 
Western Australia 

A simple expression has been derived from the Chernoff bound, whieh 
enables a rapid determination of the number of errors whieh are required to 
be observed in a data transmission system to ensure, with a given statisti­ 
eal eertainty, that the true mean error rate lies within a speeified eonfi­ 
denee interval. 

1. INTRODUCTION 

One of the fundamental tests applied to prac­ 
tical data communication systems is the measure­ 
ment of the bit error rate. A bit error rate ver­ 
sus signal-to-noise ratio curve provides a basis 
tor the relative comparison of systems, a measure 
of how wel I the system error rate approaches theo­ 
retical expectations, and a relative figure on 
which to base system degradation introduced by 
transmission perturbations such as amp I itude and 
phase distortion, phase jitter etc. 

We are dealing with a statistical concept when 
measuring the bit error rate. Theoretically the 
observed relative frequency of error only conver­ 
ges to the true mean error rate of a system as the 
observation period tends to infinity. One may ask 
how closely does the relative frequency approach 
the true mean after a finite (and practical) ob­ 
servation period. Alternatively, we may ask what 
is the minimum number of errors one should observe 
to be sure, with a given statistical certainty, 
that the relative frequency of error is as close 
as required to the true mean error rate. 

One approach would be, using the normal or 
Poisson approximation to the binomial distribution 
(Ref.1) to determine the probabi I ity (ie. statis­ 
tical certainty) that the true mean error rate 
I ies within a given confidence interval about the 
measured relative frequency of error fol lowing a 
series of independent binary transmissions. This 
method provides useful results - see Fig.3-2 of 
(Ret.2) for example - but suffers from the draw­ 
back of requiring relatively long and time consum­ 
ing calculations or reference to look-up tables. 
Where a requirement exists to quickly determine 
the minimum number of errors which is required to 
be observed, then a more direct and simple ap­ 
proach becomes necessary. 

The statistical I imit theorems which include 
the weak law of large numbers, the central I imit 
theorem, and the Chernoff bound (Ref,3) provide 
the answer in that they can be used to derive 
simple expressions for the rapid determination of 
an upper bound on the number of errors required to 
be observed tor~ specified confidence interval 
and statistical certainty. The weak law and cen­ 
tral I imit theorems provide simpler expressions, 
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but the Chernoff bound generally provides by tar 
the tightest bound. 

This paper deals with the solution of an equa­ 
tion derived from the Chernoff bound to find the 
required number of transmissions and hence the 
number of errors required to be observed so that, 
with a given statistical certainty, we can say 
that the true mean error rate I ies within a spec­ 
ified confidence interval tor a data transmission 
system, where it is assumed that the occurrence or 
non-occurrence of an error is statistically inde­ 
pendent for each transmission. The results are 
tabulated to provide a useful reference, and an 
example of a practical error rate versus signal to 
noise ratio curve is presented. 

2. THE CHERNOFF BOUND 

A stat i st i ea I I y independent random var i ab I e 
xi is defined such that: 

Xi 
with probabi I ity p 

with probabi I ity I - p 

i = 1, 2, N (1) 

where x i = 1 is interpreted as an error in 
transmission with probabi I ity p , and x ] = 0 
a correct transmission. 

as 

The mean of x i is given by 

X (2) p 

A new random variable m is defined as the norm­ 
alised sum of N identically distributed statis­ 
tically independent random variables: 

13 
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m = 

In keeping with the abave interpretation of xi , 
m is then the relative frequency of error over 
N transmissions, which approaches the true mean 
error rate p as N becomes large. 

(3) 
X p[Cl+SJlnC1+13J - 13] (8) 

It is clear from equation (7) that for a given 
value of p, two values of 13 equal in magnitude 
but different in sign wi 11 yield different values 
of X ; the positive value of 13 yields a smaller 
value of X than the negative S . The values of 
X derived from positive and negative S are de­ 
noted as fol lows 

A parameter d is defined as fol lows 

X1 ~ X 13 + ve 

d = x + 13p 

C 1 + 13) p (4) X2 ~ X S - ve 

Where S is the percentage variation of the es­ 
timated mean m from the true mean p , 

From the definition of ~he Chernoff bound for the 
sum of N random variables (Ref.3) we have 

P[Cm-p) >, Sp] ::: -NX e 0 < S i;: 1 

P[Cm-p) ::: Sp} -NX 
::: e -1 ::: S < 0 

where 

X 

This definition requires that (1-p) > p which is 
entirely satisfactory for most practical purposes. 

Using the power series expansion of the logarith­ 
mic function, X can be expanded as fol lows 

X .ft__ ~[l 1 J ~[1 1 1 
2c1-p) - 6 p2 - c1-p)2 + 12 "ii3 + c1-p)3r 

snn[(-l)n 1 ] ~---+ + "" ..... + n(n-1) pn-1 (l-p)n-1 

which is convergent for -1 ::: S::: 1 and O::: p::: 
0. 5. 

For values of p << 1 the expansion of X can be 
approximated by the fo I I owing 

14 

( 5) 

(6) 

(7) 

It fol lows that for a given absolute value of 13 

-1 ::: S ::: 

0 i;: p ::: 0. 5 (9) 

We now obtain a single bound for both negative and 
positive S . 

The union of the two events 

y Cm-pJ >, Sp ( 10) 

z = C.m-p) ;:; Sp (11 J 

is used to define a joint Chernoff bound 

C 12) 

which, from equations (5) and (9) above, can be 
written 

0 < S ::: 

0::: p::: 0.5 ( 13) 

The equa I i ty of 
quired bound on 
and rearranging 
suits 

expression (13) yields the re­ 
N. By taking natural logarithms 

(13), the following equation re- 

N ~m- >, S } - ln2 
--...pTCl+S)ln(l+S) - S C 14) 

0 < S ::: 
p « 1 
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It is convenient to define the to I I owing 

P[jm-pj 3 Sp} 1 - C ( 15) 

where C is interpreted as the statistical cer­ 
tainty that the observed relative frequency of 
error m. is within ±S of the true mean error 
rate p , Since for most practical purposes we are 
dealing with values of m which tend to closely 
approximate p , we can also interpret C as the 
certainty that the true mean error rate p is 
within ±S of the observed relative frequency of 
error m , i e. within the cont i dence i nterva I 
(-Sm, Sm), Substituting equation (15) into (14) 
y i e Ids 

2 

N = 
ln(l-C) 

0 < S ( p[(l+Slln(l+Sl-S] p « 1 ( 16) 10-1 

which is of the form 

N = ~ ( 17) 10- 2 p 

where k is a constant. E 

~ 
<C 
oc 

If we now consider the error rate cc 

~ 
10-3 

E ( 18) m = - 
N 

where s is equal to number of errors observed 
over N transmissions, we note that since m~p 
it fol lows that e+k and therefore 

E 0 < S ,: 
p << 1 ( 19) (l+Slln(l+Sl - S 

This is the required expression which relates the 
number of errors required to be observed to the 
confidence interval defined by S and the stat­ 
istical certainty C, for values of p<<l . 

Equation (19) can be readily solved using, for 
example, a hand calculator. Table 1 I ists s as a 
function of some typical values of C and S . 
Due to the approximation of equation (8) the re­ 
sults obtained from (19) are roughly 10 and 1 per­ 
cent high for values of p=0.1 and 0.01 re­ 
spectively. For smaller values of p equation (8) 
is an excel lent approximation and the error in 
equation (19) is neg I igible. 
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3. AN APPLICATION OF THE RESULTS 

Here we discuss the relevance of equation (19) 
by considering the noise performance of a typical 
modem. When noise is added to the modem I ine sig­ 
nal, the measured error rate, m, is related to 
the signal to noise ratio, SNR, by the curve shown 
in Figure 1. We wish to be certain, with statisti­ 
cal certainty C, that the true mean error rate, 
p , versus SNR curve I ies within the shaded con­ 
fidence region shown above and below the m ver­ 
sus SNR curve.* This region corresponds to the 
±Sm confidence interval along the ordinate where 
S is a function of m as shown by the values of 

* It wi 11 be noted that this margin has been cho­ 
sen to represent a variation of 0.25dB SNR on 
the abcissa about the m versus SNR curve, for 
a 11 m • 

' ' '~ B=±l5%(E=495) 

·" ,, 
MEASURED ERROR RATE r,~. 

"~, 
coJ10ENlr INTERVAL 

\' 
' \ \ If, B=±30%(E=l291 ,-.... . 

' 1 
' \ 
\ \ 

,.\• 
'.\ ' ' ' , B=±40%(E=75) \ - = - - \ - " - . \'. - •,\' - ,1 

_1111:r~ I ' E= ii~ Bilnil +BI-B ', 'B=±l00%(E=l4) 
I I I 

10 

SIGNAL TO NOISE RATIO dB 
iSNRI 

12 16 14 

Fig.1 Typical error rate versus signal to 
noise ratio curve for a VF data modem, 
showing the number of errors s which 
are required to be observed to ensure 
that the true mean error rate lies with­ 
in the confidence interval (-Sm,Sm) with 
99% certainty. The shaded interval rep­ 
resents ±0.25 dB variation in SNR and 

E = (l+SJln(l+S) - S 
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TABLE 1 - The minimum number of errors E which 
are required to be observed to ensure 
that the true mean error rate p of a 
data communications system is within 
±S of the measured error rate m with 
statistical certainty C. 

C(%) 99.9 99.0 95.0 90.0 

I s ( % ) 
152500 106300 74020 60110 

5 6181 4309 3000 2436 

10 1570 1094 762 619 

20 405 282 197 160 

30 185 129 90 73 

40 107 75 52 42 

50 70 49 34 28 

60 50 35 24 20 

70 38 26 18 15 

80 30 21 14 12 

90 24 17 12 9 

roo 20 14 10 8 

0 < s ~ 
p « 1 

E (l+S)ln(l+S) - S 

S inserted alongside the measurement points on 
the curve. If we choose C = 99% , the mini mum 
number of errors, E , we must observe at each 

BIOGRAPHY 

measurement point are calculated from equation 
(19) or read from Table 1 for each relevant value 
of S . These values of E are shown in paren­ 
thesis in Figure 1. The significance of having to 
measure fewer errors as p is decreased, is that 
considerable measurement time is saved when the 
mean time between errors is substantial, ie. when 
p is sma I I. 
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Ray Tracing On Tropospheric Radio Paths 

W.S. DAVIES 
Telecom Australia Research Laboratories 

T.A. EVANS 
Anderson Digital Equipment 

The paper presents two approaches used in developing desk-calcula­ 
tor ray-tracing programs for tropospheric radio propagation studies. Qne 
technique uses standard integral results for the ray-trajectory in a 
parabolic refractive index profile. The other, based on Taylor series, 
can be applied to any profile for which all derivatives exist. However 
the detailed development of this second method has again been for a para­ 
bolic profile. In both techniques arbitrary profiles are represented as 
sequences of parabolic sub-profiles. The example ray plots shown use re­ 
fractive index profiles taken from actual microwave radio paths, and in­ 
clude tracings that are compared with the results of an earlier investi­ 
gator. A feature of some example plots is the high sensitivity of certain 
ray trajectories to small variations in the refractive index profile. 

1. INTRODUCTION 

The study of radio wave propagation in the 
troposphere is one of the many areas where ray 
concepts have proved most natura I I y usetu I and 
effective. The ray paths of interest in this field 
can be determined by relatively straightforward 
techniques. Consequently their prediction is a 
task ideally suited tor programmable desk calcu­ 
lators and plotters. The basic formulations used 
in two programs developed tor this purpose are 
presented here, together with examples of the ray 
tracings obtained. 

The work fol lows the development of an earlier 
Fortran program by Rosman (Ret.1) tor microwave 
radio system path studies. Experience with 
Rosman's program (Rets.2&3) and with a modified 
version due to Tang (Ret.4) demonstrated its con­ 
siderable value as an aid to assessing tropo­ 
spheric propagation phenomena. In a I ike manner 
the two new programs have proved similarly useful 
in some recent investigations by Harvey (Ret.5). 
Other examples i I lustrating the application of 
ray-tracing to tropospheric radio propagation 
problems are the works of lkegami (Ret.6), Baker 
(Ret.7) and Barton (Ret.8). A complete review ot 
the numerous pub I ications reporting similar spec­ 
ific applications has been deemed outside the 
scope ot the present paper, since it is the ray­ 
tracing technique i tse It that is of centra I in­ 
terest. 

Ray-tracing or geometric optics methods tor 
regions of continuously varying refractive index 
n may be based equivalently on Fermat's princi­ 
ple, the eikonal equation, Hamiltonian optics, or 
the genera I i sed form of Sne I I Is I aw. In regions 
where n is anisotropic and varies along more 
than one co-ordinate, and where arbitrary ray tra­ 
jectories are of interest, the approach developed 
by Hazelgrove (Ret.9) from Hamiltonian optics is 
generally recognized to be the best tor computa­ 
tional purposes (Rets.7, 10-13). However in media 
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which are isotropic, and in which n varies along 
only one co-ordinate the simpl itications thereby 
made possible permit various other techniques to 
be employed. Notable examples are the exact solu­ 
tions of Thayer (Ret.14) Croft and Hoogasian (Ref. 
15) and Westover (Ret.16) tor power law, quasi­ 
parabol ic, and quasi-I inear n height dependen­ 
cies respectively. 

Within the troposphere n is very close to 
unity; furthermore on most terrestrial radio sys­ 
tem paths operating at VHF or above, the rays of 
interest are near horizontal. Under these addi­ 
tional constraints simple approximate formulations 
giving very good estimates are easily obtained. 
The two methods described in Section 2 below tor 
a parabolic n proti le, and employed in the two 
new programs, are in this category. Arbitrary pro­ 
tiles are approximated by a sequence of parabolic 
subproti les. 

The development of two different mathematical 
techniques, and consequently of two programs, 
arose primarily from the individual preferences 
of the two authors. In the t i rst method the ray 
path and delay relative to a reference ray are de­ 
termined from standard integrals. The basic ap­ 
proach is similar to that first developed by 
Forster! ing and Lassen (Ref. 17) and later refined 
by Appleton and Beynon (Ref. 18) and Rawer (Ret.19) 
tor ionospheric propagation studies. In the second 
method corresponding expressions are found using 
Taylor series. 

Although attention here is essentially re­ 
stricted to the solutions tor parabolic proti Jes, 
the second method can be applied to a much wider 
class of function. As indicated in Section 2, it 
wi 11 yield the ray path tor any proti le tor which 
al I derivatives exist. So tar as the authors are 
aware the second technique is orig i na I in this 
respect. 
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The first of the two new programs developed 
in these studies traces rays on paths where the 
refractive index n depends only on height. In 
the second this same dependence has been assumed 
to apply locally, however along the whole path n 
may vary in a number of discrete steps. Thus the 
second program gives ray trajectory estimates for 
paths where n is a function of both height and 
lateral distance. 

The first program operates at a higher speed 
and requires less memory storage than the second. 
It should therefore find application where these 
advantages are important, and when there is I ittle 
variation of the n profile along the path. More 
involved situations require the more versatile 
second program. Examples of tracings produced for 
both types of path are presented in Section 3. 

The example tracings have been obtained from 
a desk calculator and plotter operating with HPL, 
a high-level programming language. Complete HPL 

I istings of the two programs, and detailed oper­ 
ating instructions, are contained in a separate 
report (Ref.20). 

(a) SPHERICAL EARTH MODEL 

:::J' 
RAY/ 
-: 

1h m, = n, (1 + p) 
/ 

lb) EQUIVALENT FLAT EARTH MODEL 

Fig.I Physical Models. 
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2. RAY TRACING FORMULATIONS 

The genera I i zat ion of Sne I I Is I aw to describe 
refraction in a continuously-varying spherically­ 
stratified isotropic msdl um, is due to Rayleigh, 
and is described for example by Forster! ing and 
Lassen (Ref.17) and by Humphreys (Ref.21). It 
states that a ray path as depicted in Fig. 1 is 
characterized by 

n r cos a (1) 

where r = radius from sphere centre 

n = refractive index at radius r 

a= angle between ray and the sphere tan­ 
gent plane at the field point 

n1, r1 and a1 denote reference or starting point 
values, 

If the radii to the field and reference points 
are expressed in terms of heights above some datum 
radius p , equation (1) becomes 

n( 1 + .b.) 
p cos Cl 

or equivalently 

m cos a (2) 

where 

m = n( 1 + .b.) 
p 

(3) 

is the so-called modified refractive index. 

Since equation (2) is the generalized form of 
Snel I's law for propagation above an equivalent 
flat earth having a stratified refractive index 
m, the conversion (3) enables one to replace the 
spherical model of Fig. la with an equivalent flat 
earth model as shown in Fig. lb. For such a conver­ 
sion it is usual to set p = earth radius. Note 
that a and h both remain unchanged by the 
transformation. 

In practice n or m differ from unity by 
only very smal I amounts. Hence it is usual to 
work with so called N or M units, which mag­ 
nify the difference by a factor of one mi I I ion. 
Thus 

M (m - 1) 106 (4) 

with an identical relation defining N in terms 
of n . 
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As they stand, equation (1) or (2) could be 
used iteratively to extrapolate the :ay path 
through the appropriate stratified atmosphere. 
However if a suitable functional variation of n 
or m is assumed within each layer, the ray path 
may be specified in analytic form. This approach 
was adopted by Rosman, and is used in the first 
of the two programs developed during these stud­ 
ies. The second program employs a different tech­ 
nique based on Taylor series. In both programs 
the n , and hence the m proti les, are model led 
by a set of parabolic sub-proti les as depicted in 
Fig.2. 

From this point on it is appropriate to pre­ 
sent the two formulations in separate subsections. 

2.1 First Formulation 

If x is chosen as the map distance (ie. the 
horizontal distance in the flat earth model) then 

Tropospheric Ray Tracing 

The requirement that lal be smal I clearly makes 
the first term on the right of equation (6) dom­ 
inant. That is to say it equation (6) is written 
as 

X (7) 

I al« 1 for 

In fact tor calculations of ray geometry on tropo­ 
spheric paths in relatively flat regions, where 
lal remains below about 2 deg., the first order 
approximation 

X for (8) 

~~=cot a (Sa) is entirely adequate. Within the program based on 
this first approach, both orders of approximation 
are used at different stages. 

The restriction to la\ smal I also permits the 
a cosine factors in equation (2) to be replaced by 

~ - - 3 for lal<< 1 (Sb) the first two terms of their series expansions. 
a With equation (4) this yields 

Thus between any two heights h1 and h2 , the a2 ~ 2(M-M1ll0-6 + a~ tor \a\« 1 (9) 
horizontal distance traversed is 

h2 hz where terms of orders a4 and a2M 10-6 are ne- 

X = x2 - x1 ~ J ~h - i J adh \a\« 1 
glected. 

' 
for 

h1 h1 Now if h1 and h2 are heights between which 

(6) 

h2 
SUB PROFILE J • I 

I1 =±I 
I 

[A(h + Dl2 + E]-2 dh 

h1 

for h2 ~ ni 

h2 

I2=±J [A(h+DJ2+E]±dh 

h1 
> 

tor h2 < h1 

where 

B 
D = 2A 

DATA 
HEIGHTS 

m 

Fig.2 Pa:I'abolic Sub-Profiles. 
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Ah2 + Bh + C ( 10) 

successive substitution into equation (9) and then 
into the terms of equation (6) gives 

( 1 la) 

( 11 b) 
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Tropospheric Ray Tracing 

2 2 E = C + a1 - AD 

The above two integrals are standard forms, whicn 
yield expressions-as set out in Appendix A. 

When a ray path is predicted in successive 
stages, through a medium of the form represented 
in Fig.2, the fol lowing three different types of 
extra po I at ion are genera I I y needed: 

( il x2 and a2 to be found for a given hz 

( i i J h2 and a2 to be found for a given x2 

(i i il x2 and h2 to be found for a2 = 0 

Of these types, ( i) is a norma I sub-prof i I e cross­ 
ing extrapolation as shown in Fig.3a, (ii) is used 
either to shorten a long plotting step, or at the 
end of the path, as indicated in Fig.3b, while 
(iii) is required when turning points occur as 
shown in Fig.3c. 

Extrapolation type (i) can be performed di­ 
rectly using equation (7) or (8), together with 
equations (10) and (9). In the program these cal­ 
cu I at ions are performed using equation (7) rather 
than the less accurate (8). 

In order to perform the type (ii) extrapola­ 
tions directly, an inverted form of equation (7) 
or (8) is required. With the more accurate ex­ 
pression (7), this is only possible for I inear or 
constant M subprofi les, since the others yield 
transcendental equations tor hz . For this reason 
the inverted forms of equation (8) have been em­ 
ployed for plotting intermediate points between 
the more accurately determined points of type ( i), 
whereas at the end of the path a correction based 
on equation (7) is made to the first order point 
predicted by equation (8). 

The type (iii) extrapolation is performed by de­ 
termining M at the turning point from equation 
(9), then (10) is used to find h2 • The results 
are 

I 

M-, 
E z 

for Ai O and a1A ~ 0 hz = -D ± (- --;:,l 

( 12a) 
HEIGHT RANGE OF A 
COMPLETE SUB-PROFILE and 

h2 = -(af + C)/B ' tor A = 0 , B i 0 

x, x, 

(a) SUB-PROFILE CROSSING - TYPE (ii 

SUB-PROFILE 

(bi END OF PATH - TYPE (iii 

END OF 
PROPAGATION PATH 

?t~ X ---------=- 
(c) TURNING POINT - TYPE (iii) 

Fig.3 Types of Extrapolation. 
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( 12b) 

The map distance increment X is then found using 
equation (7). 

In summary then, the X increments for the 
main ray-path characterizing points (ie. the sub­ 
profi le boundary crossings and the turning points) 
are found using the second order equation (7). The 
intermediate points, determined opt i ona I I y it a 
smooth appearance to the tracings is required, em­ 
ploy the first order equation (8) in inverted form. 
Fina I I y the end-of-path point is found in two 
stages by applying the first and second order solu­ 
tions sequentially. 

It has already been seen that the ray height 
and angle are unaltered by the transformation from 
the spherical to the equivalent flat earth model. 
In a I ike manner, it is a straightforward matter 
to show that no change occurs in the trajectory 
transit delay. 

In radio system propagation studies, the quan­ 
tities of interest are the relative delays between 
different ray trajectories, rather than the abso­ 
lute delays. In practice this means one requires 
to resolve differences of around 10-10 to 10-11 
seconds, between absolute delays of about 10-4 
seconds. 

On some early computing machines working to a 
relatively low accuracy it was imperative to em­ 
ploy equations which gave the relative delay di­ 
rectly, rather than as the difference between two 
almost equal absolute values (Ref.22). Although 
this is no longer necessary with modern desk cal­ 
culators, which typically retain 12 significant 
figures, it is sti 11 a desirable feature for math­ 
ematical elegance. 

Let t be the distance along the ray trajec­ 
tory in the equivalent flat earth model. An ele­ 
mental trajectory segment 6t, and a correspon­ 
ding reference path segment 6x, chosen to be at 
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the transmitter height ht, are shown in Fig.4. 
Si nee the wave ve I oc i ty is v ·= c0/m ( where c0 = 
free space velocity of I ight) the relative transit 
time delay along 6i is 

(Mm 

The relation is exact in the geometric optics 
sense, in the I imit as 6i and 6X tend to zero. 
Therefore 

dt r 
dh 

From the trajectory 

di dh = cosec a L + £ 
a 6 for Ja!« 1 

Hence with equation (5b) 

d(i-x) a ~"z for laJ« 1 

Substituting into equation (14) and integrating 
yields 

(M-M )10-6 
t dh + 

for JaJ« 1 

The first term in equation (13), and hence 
that in equation (15), gives the relative delay 
contribution due to the differing m values at 
h and ht respectively. The second term in each 
equation gives the contribution due to the geo­ 
metric path difference. Notice that although m 
and mt are very nearly equal, M and Mt are 
generally quite different. Thus equation (15) 
avoids the inelegant differencing of nearly ident­ 
ical quantities. 

TRAJECTORY 

m = I + M ID-G I u t.x 
x.h 

I 
I 
I 
I 
I 
I 
I 
I 
I 

m1 = I + Mt ID-
6 

ex / 
I x.ht 

REFERENCE 

Fig.4 Model for Relative Delay Derivation. 
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Tropospheric Ray Tracing 

By substituting for M from equations (9) and 
(10), and with some rearrangement, equation (15) 
becomes 

t r 

for laJ« 1 ( 16) 

2.2 Second Formulation 

Since the gradient at any point (x, h) on 
the ray trajectory is the tangent of the ray angle, 

( 17) 

From equation (2) the derivative on the right may 
be shown to be 

da = .l_ dm 
dx m dh 

Hence equation (17) becomes 

( 18) 

The second method uses the approximation that 
the quotient term on the right is almost unity 
for smal I ray angles, and for practical values of 
m . That is 

J al« 1 , m " 1 ( 19) 

To calculate the ray path a double integration 
of equation ( 19) is necessary. For the genera I 
class of m profiles in which derivatives of al I 
orders exist, the integrations can be effectively 
performed by the use of the Tay I or series, app I i ed 
successively over map distance increments X = x2 
- x1. Thus for the first integration, the Taylor 
series representation is 

(20) 

where 

h ( 1) . . . d. 
1 the known In It I a I gra I ent 

dml dh from equation (19) 
h Cx j ) 

and with successive differentiation 

( 3) 
h (x1) 
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[h(l\ )]2 ~1 X1 dh3 
h Cx1) 

etc. 

Likewise for the second integraticn 

In the program developed using this Taylor 
series technique, the profile representation em­ 
ployed is identical to that used for the first 
method (ie. a sequence of parabolic sub-profiles 
as in Fig.2). Thus of al I possible functions in 
the admissible class referred to above, attention 
from this point on is confined to 

where the subscript 1 has been used to disting­ 
uish the coefficients here from those in equation 
(10),* 

* It should be noted that the parabolic profile 
(22) reduces (19) to a second order differential 
equation, which has a closed form solution given 
by standard analytical methods. The results are 
similar to those given by inverting the express­ 
ions tor I2 in the method of section 2. 1. The 
Taylor series method is thus not essential for 
the solution of equation (19) in this particu­ 
lar case. It is rather that the parabolic pro­ 
file provides a convenient m dependence with 
which to assess the new technique. 

With equation (22), the successive derivatives 
of h in equations (20) and (21) become 

fnr ,1 ~ 3 

In both equations (20) and (21), the higher order 
terms are included unti I their contribution be­ 
comes negligible. 

Note ti,at this second formu I at ion enab I es ex­ 
trapo I at ions of the type (ii) listed in Secti011 
2. 1 to be made directly. That is, hz and az 
may be found for a specified x2 • However as the 
order at which truncation of the Taylor series is 
best performed in practice is variable, it is not 

22 

(22) 

easy to devise inversion formulae to treat the 
type (i) and type (iii) extrapolations. For this 
reason the second pr0grcm uses a procedure of suc­ 
cessively improved trial approximations to find 
xz and az when h2 is given ( ie. for the tvpe 
( i) extrapolation). 

In principle a sim1 lar techni~ue could be 
used for the type (iii) extrapolations, which 
terminate at the ray turning points. This has not 
been done however, s i nee by keep i r, ,; srna I I , it 
is possible to avoid any ser l cus 0 rc r s , which 
could otherwise occur when ext ra.;o ~+i1,g through 
turning points. 

The d i s l ance ,·hrouyi, a vacuum that would give 
the same transit times as the real ray path is 
given by the i ntegra I : 

s = 

Xz I 

J 
dh 2 2 

m[l + (dx) ] dx 

X1 

(23) 

ies 
The evaluation of equation (23) by Taylor ser­ 
is performed in Appendix B. 

The reference distance against which s is to 
be compared is Xmt . Hence the relative time de­ 
lay over the path increment is 

(24) 

3. EXAMPLE RESULTS 

3.1 Comparison with Rosman's Program 

Two ray tracings produced by Rosman's earlier 
Fortran program are shown in Figs.Sa and Sb. The 
first is from Warhaft and Van Dijks' study of 
"space-wave fadeout" phenomena on the Nu I I arbor 
plain, South Australia (Ref.3), while the second 
is from unpublished work. 

TABLE 1 Ray Data tor Tracing of Fig,6 

HEIGHT (M) REG.ANG. PEL.DEL. 
(mrad) (nanosec) 

ray escapes 

ray escapes 

ray escapes 

ray escapes 

ray escapes 

95.41 2.676 2.9785 

ray escapes 

ray escapes 

ray escapes 

ray escapes 

ray escapes 

ray escapes 

ray escapes 

RAY No, 

2 

3 

4 

5 

6 

7 

8 

9 

10 

11 

12 

13 

CTx. Ant, Ht. = 75.3 m. launching 13 rays from 
-5.527 to 5.527 mrad.) 
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·N 
PROFILE 

294 

Tropospheric Ray Tracing 

N UNITS MILES 
10 10 30 

270 280 300 290 

N OR M UNITS 

8.0 

Fig.Sa - Example tracing produced by Rosman's 
program showing "Space Wave Fadeout" 
phenomenon (Ref.3). 

150 

~ 
cc ~ 
"' 100 
"" ~ 
I 

"' w 
I 

50 

150 

100 

50 

310 10 10 

KILOMETRES 

JO 40 

Fig.Sb - Second example tracing from Rosman's 
program. 

M 

100 

80 

60 

40 

20 

16 
= = N 24 32 40 48 

KILOMETRES 

fie. o 
N OR M UNITS 

Trc;,cL,;g for path of Fig. Sa as produced 
by first ne1c1 program (full line ray 
data ab 1;i-.;:~ Tab le 1) 
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The results obtained by the first new program 
for the first example are shown in Fig.6 and Table 
1. The data point heights used for the N profile 
were scaled from Warhaft and Van Dijks' diagram. 
As with the other new program results given here, 
the numerical values are given in (Ref.20). Notice 
that the ful 1-1 ine ray ~rajectories agree very 
wel I with those predicted by Rosman's program. The 
intermediate broken-I ine rays were added to empha­ 
sise the completeness of the "fadeout" phenomenon 
in this example. These latter rays are not tabu­ 
lated, 

Figure 7 and Table 2 show the results obtained 
for the second example. In this case a I isting of 
the orig1nal N and height values was available; 
yet on comparison with Fig,5b it is evident that 
considerably different trajectories are predicted 
for a number of rays. 

The differences here are apparently due to 
smal I variations in the refractive index profiles, 
caused by different curve fitting techniques used 
in Rosman1s program and in our own. The rays most 
affected are those most nearly horizontal over 
much of their path. Their sensitivity to smal I 
changes in the N gradient is demonstrated by 
comparing the rays of Fig.7 and Table 2, with 
those of Fig.8 and Table 3, which were obtained by 
i nc I ud i ng on I y two add it i ona I i nterpo I at ion points 
in the original data set. 

Ray tracings made for the examples described 
here using the second new program have produced 
results almost identical to those given by the 
first program, the maximum differences from the 
end-of-path quantities of Tables 1 and 2 being 
less than 0.01 metres in height, 0.001 mi 11 irad. 
in receive angle, and 0.0001 nanosec. in relative 
delay. 

3.2 Higher Speed Tracing 

The ray trajectories shown in Figs.6, 7 and 8 
were obtained with srnal l plotting increments, the 
maximum values being no greater than 2.5 percent 
of the path length. Such a choice ensures an ade­ 
quately smooth trajectory for final display pur- 

poses. However, it does not permit the tracings 
to be performed in the fastest time. 

To obtain a high speed run with the first pro­ 
gram, the plotting increment should be made larger, 
even greater than the path length. This causes the 
program to estimate trajectory co-ordinates only 
at the crossings of subprofi le boundaries, and at 
ray turning points. 

TABLE 2 Ray Data for Tracing of Fig.7 

HEIGHT (M) REC.ANG. REL,DEL. 
(mrad) (nanosec) 

126.22 5.318 1 .6386 

115. 11 5.031 1 .4466 

103. 52 4.652 1 .2593 

91 .31 4.284 1 .0777 

77.85 3.847 0.8950 

61 .86 3.384 0.7049 

35.99 1 .088 0.4718 

103. 74 3.833 0.2436 

100.07 3.578 o. 1982 
96,32 3.354 0. 1549 

92.46 3.118 0. 1132 

88.46 2.863 0.0734 

84,30 2.584 0.0355 

79.93 2.269 0.0002 

75.32 1 .896 -0.0319 

70.49 1 .417 -0.0587 

65,90 0.801 -0.0757 

60. 17 0.445 -0.0884 

115. 96 2.784 0.2197 

RAY No. 

2 

3 

4 

5 

6 

7 

8 

9 

10 

11 

12 

13 

14 

15 

16 

17 

18 

19 

(Tx. Ant. Ht. = 75.29 m. launching 19 rays from 
-4.5455 to -1. 1364 mrad.J 

M 

10 20 

KILOMETRES 

Fig. 7 

25 15 30 35 40 

120 

100 

~ 80 w ~ >- w 

"' .... 
I 

60 

40 

20 

= 00 ~ = = M 

N OR M UNITS 

Tracing for path of Fig.5b as produced 
by first new program (ray data as per 
Table 2). 
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TABLE 3 

HEIGHT CM) 

Ray Data for Tracing of Fig.8 

RAY No. REL.DEL. 
Cnanosec) 

REC.ANG. 
(mrad) 

2 

3 

4 

5 

6 

7 

8 

9 

10 

11 

12 

13 

14 

15 

16 

17 

18 

19 

124. 14 

112. 82 

101 .04 

88,60 

74.98 

59.31 

38,89 

114 .65 

114.82 

106.63 

92.36 

60,92 

69,30 

77. 70 

85.97 

93.97 

101 .64 

109.60 

115.96 

5.300 

4.996 

4.594 

4.240 

3,781 

3.141 

0.993 

4.079 

3.934 

3.602 

3. 115 

1,813 

2.008 

2. 183 

2.314 

2.407 

2.484 

2.685 

2.784 

1 .5792 

1.3846 

1 .1960 

1 .0127 

0.8302 

0.6490 

0.4761 

0,3189 

0.3217 

0.2190 

0.0601 

-0.2067 

-0.1534 

-0.0946 

-0.0325 

0.0306 

0.0929 

0. 1616 

0.2197 

(Tx , Ant. Ht. = 75.29 m. launching 19 rays from 
-4,5455 to -1 ,1364 mrad.) 

Tropospheric Ray Tracing 

An i I I ustrat ion of the ray p I ots obtained with 
a large plotting increment is shown in Fig.9 which 
employs the same N profile as Fig.7. Each piece­ 
wise-I inear trace segment in Fig.9 is a chord on 
the true continuously turning ray trajectory. The 
ray output I isting for Fig.9 is identical to Table 
2, since large increment plotting has no effect on 
the end-of-path estimates. 

The speed advantage gained by large increment 
plotting over normal smal I increment tracing is 
i I lustrated in Table 4, which compares the first 
program times for the two cases. Smal I increment 
tracing times for the second program are also in­ 
cluded in the table for comparison, Note that 
large increment plotting times for the latter pro­ 
gram have been omitted, because as indicated in 
Section 2.2, significant errors can then develop. 

TABLE 4 Program Tracing Speeds 

DIAGRAM PROGRAM No. INCREMENT X Cm) MEAN SPEED 
C Km/sec) 

Fig.6 1 500 2.67 

Fig,7 

Fig.9 

Fig.6 

Fig.7 

Fig.6 

500 

50,000 (high speed) 

500 

500 

2 

2 

2 

2.61 

10.0 

o. 70 
0.74 

500 (delays not calc. 1.42 

Note (does not include plotting of axes and 
profiles or label I ingl 

Fig.8 Tracing for path of Fig.? with two addi­ 
tiona,l profile data points (ray data as 
per Table 3). 
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Tropospheric Ray Tracing 

3.3 Paths with Multiple N Profiles 

The results shown in Fig.10 and Table 5 i I 1- 
ustrate the use of the second program for a path 
where N depends on both height and map distance. 
The particular example chosen uses profiles de­ 
rived by Harvey (Ref.5) in studies of microwave 
propagation in Queensland, Australia. 

TABLE 5 ~ Ray Data for Tracing of Fig.JO 

RAY GOH TX.ANG.(mrad) 

6 Rays from -8.50 to -7,50 by 0.20 m.rad. 

2 

3 

4 

5 
6 

-3.50000 

-8,30000 

-8. J 0000 

-7.90000 

-7.70000 

-7.50000 

REG.ANG, (mrad) 

6.60524 

5.76774 

4.94544 

4.06296 

7.80532 

4.03461 

RAY GOH TX,ANG,(mrad) 

11 Rays from -7,45 to ~6,95 by 0,05 m.rad. 

2 

3 

4 

5 

6 

7 

8 

9 

10 

11 

-7.45000 

-7.40000 

-7.35000 

-7.30000 

-7.25000 

-7.20000 

- 7. 15000 

-7. 10000 

-7.05000 

-7.00000 

-6.95000 

0 

0 

REG.ANG. (mrad) 

3. 18916 

8.27918 

6,80230 

2.81923 

0.94532 

0,55724 

0.08948 

0.52420 

1. 18705 

4.38245 

2.09105 

RAY GOH TX.ANG.(mradl 

6 Rays from -6.90 to -5.90 by 0.20 m.rad. 

2 

3 

4 

5 

6 

0 

0 

0 

0 

0 

0 

-6.90000 

-6.70000 

-6.50000 

-6.30000 

-6. 10000 

-5.90000 

REG. ANG. (mrad) 

3.20348 

7.00088 

2.01078 

2.51283 

3.40714 

4.36905 

REG HEIGHT DELAY (ns) 

0.836 

0.760 

0.669 

0.554 

0.406 

0.342 

REG HEIGHT DELAY (ns) 

76.64 

50.25 

28.06 

19.76 

13.02 

6.37 

5.64 

2.28 

35.05 

0.317 

o. 123 

-0.564 

-0.944 

··O. 991 

-1 .008 

-1 .016 

-1. 015 

-1. 026 

-0.953 

o. 164 

REG HEIGHT DELAY (ns) 

0. 183 

0. 162 

0.216 

0.234 

0.238 

0.224 

(Tx Ant. Ht. = 63,0 m. launching 23 rays as indicated) 

(GOH= 1 for a ground reflection, = 0 otherwise) 
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10 15 25 20 

KILOMETRES 

Fig.9 

30 35 40 

High speed tracing for path of Fig.7 
(ray data unchanged from Table 2). 

In view of the earlier noted sensitivity of 
certain rays through some N profiles, there is 
clearly a question as to the number of steps re­ 
quired for an adequate representation on paths of 
the type considered here. If the highest accuracy 
is sought, repeated tracings should be made using 
successively larger numbers of profiles giving 
correspondingly refined results; the process being 
taken to the stage where satisfactory convergence 
is obtained. 

In other situations, where either only a gen­ 
eral picture is required, or where the changes in 
N with path distance are relatively smal I, the 
results of a single tracing wi I I prove adequate. 

The tracings of Figs. 11 and 12 have been pro­ 
duced to show how the ray paths of Fig.10 vary 
with different numbers of profiles. Figure 11 uses 
only the centre of path profile, and while the de­ 
tai I differs significantly from the other two 
plots, it sti I I shows the same general defocussing 
action which is the main feature of al I three tra­ 
cings. This overal I similarity of Fig. 11 to the 
other two tracings supports the use of the single 
profile model for at least some actual path stud­ 
ies. 

4. CONCLUSIONS 

The most generally informative examples given 
in the paper are probably those showing how ray 
detai I can change significantly with smal I vari­ 
ations in the path refractive index. It is i mpor­ 
tant therefore, that when ray tracing programs 
are used to study tropospheric radio propagation 
phenomena due account shou Id be taken of the I i ke- 

1 y inaccuracies in the assumed path refractive in­ 
dex data. Repeated tracings covering the range of 
probable profiles wi 11 establish the stabi I ity or 
otherwise of any given mechanism. For example, 
Wa rhaft and Van Di j k have tested their "fadeout" 
phenomenon this way (Ref.3). 
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M 

120 

100 

80 

= w ~ - w "' ~ 60 

40 

20 

60 
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Although both techniques described here give 
str i et I y accurate resu Its for on I y sma I I ray 
angles, comparisons made with a precise though 
very slow numerical routine have shown tha6 the errors are less than 2 percent for a= 20 
(Ref.20). It fol lows therefore that either pro­ 
gram wi 11 give sufficiently accurate results for 
the practical investigation of almost al I tropo­ 
spheric paths. 
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Fig.10b - Multiple profile tracing for data of 
Fig.10a as produced by second new 
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Fig.11 - Corrrparison tracing for path of Fig.10 
using a single centre-of-path profile. 
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Various aspects of these investigations are 
considered worthy of further study or extension. 
The application of the Taylor series technique to 
arbitrary profiles is warranted, in order to ex­ 
plore its ful I capabi I ities. It would also be an 
advantage to modify the profile curve fitting ap­ 
proach used with the present methods, so that 
tracings could be made either with the form of 
Fig.2, or with sub-profiles having no splines, or 
cusps, at the odd data points. This would greatly 
faci I itate the resolution of any questions as to 
the possible effects of such discontinuities in 
the refractive index gradient. Another worthwhile 
feature of any future program would be to provide 
for the identification of interference and atten­ 
uation regions as lkegami has done (Ref.6). 
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APPENDIX A Expressions for I1 and I2 

Each of the integrals I1 and I2 yield differ­ 
ent explicit expressions for the four possible 
types of m subprofi le. The results for I1 are 
as fol lows: 

(a) A> 0 defocussing profile 

30 

2 ± 
--'- ch2+D) + {(h2+D) + E/A}] 

I 1 = ± A 2 I oge 2 _1_ 

(h1+D) + {(h1+D) + E/A}2 

> 
for h2 < h1 

( b) A < 0 focussing prof i I e 

where 

e ( h l 
I 

IAl2(h+D) 
I 

E2 
for h+D:;, 0 

e ( h l IAl±(h+D) 
I 

E2 
for h+D < 0 

(c) A B,<O, linearprofile 0 

2 2 -'- 
± 8[(cq + C + Bh2l2 

(d) A= 0, B = 0; constant profile, 

hence from equation (10) C = 0 

±---- 

The corresponding results for I2 

(a) A> 0; defocussing profile 

are: 
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(b) A < 0 focussing profile 

I2 = [Ch2+D){A(h2+o/ + E}t 

- (h1+D){A(h1+D)2 + E}t + EI1]/2 

for h2 ~ h1 

(c) A = 0 1 B ;< 0 linear profile 

(d) A= 0 1 B = 0 constant proti le 

Note that the ± signs, 
equivalent to taking the 
equation (6) dh and a 
sign, hence I1 and I2 

where they appear, are 
absolute values, for in 
are always of the same 
are always positive. 

APPENDIX B Expressions Employed in Taylor 
Series Method 

To evaluate equation (23) let 

X - Xj then 

dh 
dx 

( 1) ( 2) c;2 ( 3) 
h (x1l+i;h (x1)+21h (x1l+ .... 

c;2 c;3 1;4 
o+n+2!U+3!V+4!W (25) 
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3 2VO 2TU 4 2WO 3VT + U2 
+ I; (~ + ~) + I; (4! + ~ 4) + .... 

(1 + 02)(1 + a1i; + a2i;2 + a3i;3 + a4!;4 + a51;5) 

tor I; sma 11 (26) 

I 2 
dh 2 2 ' a a2 a1 [1 + (-) J " (]+02)2 [1 + 1;...l.. + c;2(- - -) 
dx 2 2 8 

2 4 
4 a4 a1a3 a2 3a1a2 5a1 J 

+ I; (2 - -4- - 8 + -16- - 12) 

(27) 

The integration of equation (25) by the Taylor 
series method yields 

h(x) 
c;2 1;3 1;4 1;5 

h 1 + Oi; + 2! T + 3! U + 4! V + sf W + . . . 

Now from equations (22) arid (4) 

m(x) 

Hence with the above h(x) 

m(x) 

tor I; sma I I 
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(28) 

Thus integrating equation (29) over the range x1, 
Xz , and using X = xz-x1 , gives the required 
result tor s as 

Hence from equations (27) and (28) 

2 _L 
m(x) [1 + (il2_) J 2 

dx 
for X sma 11 

s 

tor i; smal I 
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(29) 

In the program developed on the Taylor series 
method this last pol¥nomial has been truncated at 
the term of order X • 

BIOGRAPHIES 

WILLIAM STANLEY DAVIES received his secondary education at Northam High 
School, in his home town of Northam, Western Australia. 

During that period he was awarded the J.A. Wood Country Scholarship in 
1954. He was appointed as a Cadet Engineer with the Australian Post 
Ott ice in 1957, while studying tor the B.E. degree at the University of 
Western Australia. Upon graduation in 1961, he was employed with Post 
Ott ice Lines Divisions in Western Australia unti I 1962. During that year 
he transferred to the Post Office Research Laboratories in Melbourne, 
where he worked on various M.F., H.F. and microwave antenna projects un­ 
ti I 1965, when he was granted an Australian Government Ful I-Time Free­ 
Place, tor studies towards the degree of M.Eng.Sc. at the University of 
Melbourne, Mr, Davies' thesis project was on Yagi-Uda antenna arrays. He 
was awarded the degree with honours, and the Ormsby Hamilton Radio Prize 
in 1967. 

From 1968-70 Mr. Davies studied under a Commonwealth Pub I ic Service Board 
Overseas Postgraduate Scholarship at the Department of Electronic and 
Electrical Engineering, University of Sheffield, England. He received the 
degree of Ph.D. in 1973 tor his thesis on microwave arrays with low-level 
low-order side-lobes, More recently Dr. Davies' activities have included 
transmission studies of optical fibres, further antenna and electromag­ 
netic field investigations, and studies of the phenomenon and effects on 
communications systems of the electromagnetic pulse generated by a nu­ 
clear detonation (EMP), In this last mentioned context, Dr. Davies was 
leader of the Telecom team which participated in a Joint Electromagnetic 
Effects Project in Canberra in 1978. Dr. Davies' leisure-time interests 
include youth work and theology. 

THOMAS A. EVANS attended the Carey Baptist Grammar School, Melbourne, 
where he obtained high distinction in the Higher School Certificate in 
1974. He was awarded the degree of B.E. (hons) by the University of 
Melbourne, tor studies completed at the Department of Electrical Engin­ 
eering in 1978. Since graduating Mr. Evans has spent short periods of 
time with the Trunk Services Section of Telecom Australia, working on 
electrical safety comp I iance tests and switching-mode power supplies; and 
with the Datatronics Research and Development Department of A.T.L. Ltd., 
Melbourne, where he was mainly engaged on various microprocessor software 
and hardware projects. In August 1979 he was appointed to his current po­ 
sition as an Engineer in the National Support Group of Anderson Digital 
Equipment, where his duties include the evaluation and modification of 
various computers and peripheral equipment, fault diagnosis and chip­ 
level repairs. 

The r~y-tracing programming work described in the present paper, was 
undertaken while Mr. Evans was on vacation employment with the Unguided 
Media Section at the Telecom Australia Research Laboratories in 1977-78. 

Mr. Evans has shown considerable interest in home-computers as a hobby. 
His other recreational activities include skiing, bush walking and eye­ 

I ing. He is a member of both the Australian Computer Society, and the 
Microcomputer Club of Melbourne. 

A. T.R. Vol. 15, No. 2, 1981 



Reflections In A Crystal Ball 
The Technologist as Prophet In A Turbulent 
Society 

L.A. ALBERTSON 
Telecom Australia Research Laboratories 

Telecommunications engineers who participated in a Delphi forecasting 
study conducted by the former Australian Post Office in 1975 were found to have 
highly optimistic images of the future and to employ longer time perspectives 
than non-engineers. The present paper attempts to explain these concordant 
readings of the future by considering the socio-psychological origins of the 
engineer's career choice. Aft~r critical analysis of several streams of voca­ 
tional research, the paper argues that the making of engineers begins with 
fixation during the developmental stage of latency. Professional education then 
consolidates the engineer's intellectual stance, and also subtly reinforces a 
set of assumptions that ultimately enter into the very fabric of his experience 
of reality. Unless these assumptions can be opened to re-assessment in light of 
changing circumstances, the paper concludes, technology-based organizations 
such as Telecom Australia will be ill-equipped to survive the environmental 
turbulence of the late twentieth century. 

1. FIRST, FIND YOUR FORECASTER 

When King Croesus of Lydia was seeking a con­ 
sultant seer, he compiled a short I ist of seven 
noted oracles practising in the region and des­ 
patched to each an ambassador who, after a hundred 
days, was to pose the question: 'What is King 
Croesus, son of Alyattes, now doing?'. Only the 
Pythia at Delphi passed the test - the King, im­ 
probably enough, was cooking rabbit and tortoise 
together in a brazen pot - and she was duly awar­ 
ded the contract. 

Today, although prediction is sti 11 considered 
an important aspect of government, it is no longer 
carried out by mystics. The modern Delphi fore­ 
casting technique, for example, which was devel­ 
oped from the work of Olaf Helmer for the RAND 
corporation, has I ittle in common with the methods 
of the famous oracle; and, paradoxically, the 
widespread popularity of the technique since it 
was first pub I icly described (Dai key & Helmer 
(Ref.11)) has depended less upon rigorous proofs 
of its efficacy than upon belief in its scientific 
credent i a Is. It emp I oys a pane I of peop I e chosen 
for their expertise in a particular field - fre­ 
quently a technological one - who respond anony­ 
mously to a written questionnaire dealing with po­ 
tential developments in their field. In a second 
questionnaire, the panel ists are asked to recon­ 
sider their forecasts in the I ight of their coll­ 
eagues' responses. This procedure may be repeated 
for several more rounds in an attempt to reach 
consensus. 

As part ot their research into Australia's 
future needs tor telecommunications, the National 
Telecommunications Planning Branch of the (then) 
Australian Post Office carried out two Delphi 
forecasting studies. The first, begun in 1974, was 
conducted in the classic manner with a panel con­ 
stituted from a group deemed to have the relevant 
expertise: the organization's senior management 
(Second Division). The second, begun in 1975, made 
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use of a technique known as SPRITE, a modification 
of the Delphi developed by members of Bel I Can­ 
ada's Business Plcnning Group. This study took the 
form of a written dialogue between two panels: 
Telecom engineers at middle-management level and a 
group of women - I ibrarians and housewives - rep­ 
resenting potential consumers. To explore the ro.le 
of psychological factors in forecasting, the ques­ 
tionnaire administered in the first round of each 
study included a semantic differential on which 
each panel ist was asked to indicate his or her 
concept of the future. Two further groups - pol it­ 
ical science students from Monash University and a 
younger group of American Field Scholars - also 
completed the semantic differential, making a 
total of 189 respondents divided into five~ 
~ social groups. 

This aspect of the study, which is fully des­ 
cribed in a previous paper (Albertson & Cutler 
(Ref.3)), showed that each group could be statis­ 
tically separated from the others solely on the 
basis of its members' responses to the semantic 
di fferenti a I. Engineers recorded the highest 
scores on the underlying dimension label led 'ess­ 
ence' optimism/pessimism - defined as beliefs 
about the intrinsic nature of human events - and 
were second only to the senior managers (roughly 
half of whom were trained as engineers) in their 
scores on 'influence' optimism/pessimism - defined 
as a belief in man's capacity to influence the 
future. Moreover, differences in the image of the 
future held by the three Delphi panels correlated 
with differences in their numerical forecasts. The 
engineers' median forecasts were almost always 
longer than those of the other two panels, and 
they used the NEVER option significantly less 
often. However, a reversal of this pattern was ob­ 
served in a six-item section dealing with future 
trends in work, travel and leisure. In the first 
round, for example, a majority of the engineers 
(56%) forecast that women would NEVER occupy 25% 
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of positions carrying an annual salary of $10,000 
or more (then equivalent to the salary of a Clerk 
Class 6 in the Pub I ic Service), while only 12% of 
the senior managers and 20% of the consumers gave 
this response. Except tor an item dealing with 
union representation on boards of management, the 
other items in this section evoked responses that 
were similarly untypical of the forecasting style 
the engineers had evidenced in the technological 
items. 

Although 'optimism' has been variously des­ 
cribed and measured, other studies have confirmed 
both the optimism of engineers (Bari ing (Ret.9); 
Luten (Ret.221), and the I ink between optimism 
and forecasting (Laye (Ret.211; Schmidt et al. 
(Ret.29)). Laye, an American psychologist who had 
access to extensive data collected from 61 Cali­ 
tornian males in the course of two other studies 
(one concerning the effects of television, the 
other a study of political forecasting), found 
that optimists - those who expected America in the 
year 2000 to be better than at present - made dif­ 
ferent forecasts tor the immediate and short-term 
political future than did the pessimists - those 
who expected it to be worse. Schmidt et al., in a 
European study of forecasting and future time ori­ 
entation, drew a sample of 125 adults from respon­ 
dents to a newspaper appeal tor volunteers. Defin­ 
ing as optimists those who rated the future either 
five or twenty years hence more positively than 
the present, they found that optimists possessing 
a college degree (but not those with only a high 
school diploma) had longer time perspectives than 
pessimists. 

Other findings from these studies also cast 
greater I ight on the reasons tor the differences 
between the groups in their images of the future. 
Schmidt et al. found that compared with the work­ 
ing-class participants in their study, the middle­ 
class participants were more I ikely to be opti­ 
mistic in their evaluation of the future, and more 
inclined to believe that they could influence pub­ 
I ic events. The researchers propose that niddle­ 
class membership and optimism are causally linked: 

... it can be conjectured that the conviction that 
one himself can influence future events in specif­ 
ic spheres of life leads to an optimistic evalua­ 
tion of events in that sphere (Schmidt et al. 
(Ref.29) p.75). 

Although class was not a variable in the Aus­ 
tralian study, this interpretation appears to 
otter a partial explanation tor the findings. The 
senior managers, whose higher organizational sta­ 
tus imp I ies that they have greater control than 
the engineers over the events they are forecast­ 
ing, scored highest of the five groups on the 
'influence' dimension. Their neutral position as 
a group on the 'essence' dimension, however, shows 
that the power di tterenti a I cannot tu I I y account 
tor the observed differences in optimism. It is in 
accounting tor the differences along this second 
dimension that the evidence gathered by Loye con­ 
cerning the personality differences of optimists 
and pessimists appears to hold promise. He found, 
tor example, that optimists are significantly 
more likely than pessimists to be emotionally 
stable and less I ikely to exhibit anomie; and, 
(at a lower level of statistical significance) 
that optimists were more imaginative and less al i­ 
enated than pessimists. (Loye (Ret.21)). 
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Nevertheless, to argue that the engineers' 
concordant readings of the future are due in part 
to personality traits raises a further question: 
why would one expect to find similar personal it­ 
ies among telecommunications engineers? 

2. THE MAKING OF ENGINEERS 

Wh i I e the psycho I ogy of the practising Aus­ 
tra I ian engineer is a largely unresearched terri­ 
tory, studies at university level have found that 
attitudes common among engineering students are 
not shared by students in other faculties. 

In a study encompassing t i ve Austra I i an uni - 
versifies, Anderson and Western (Ref.61 measured 
the attitudes of 3146 students entering tour pro­ 
fessional faculties (engineering, law, medicine, 
teaching) both during their initial weeks at uni­ 
versity and again at intervals throughout their 
university courses. Only minor differences were 
found between universities, but there were marked 
differences between the faculties - the majority 
arising from differences between the engineering 
students and one or more of the other groups (see 
Table 11. Engineering students scored lowest on 
intellectual interests (such as art, I iterature 
and the life of the mind), and highest on pragma­ 
tism and on dogmatism (the acceptance of authority 
and a tendency to prejudge issues). Together with 
the teaching students, they were the most conserv­ 
ative on soc i a I issues ( such as censorship and 
sexual mores), and also the most politically con­ 
servative (the teaching students, on the other 
hand, were the most politically I iberal I. The 
to I I ow-up studies showed that, compared with the 
in it i a I study, the students genera I I y had become 
more politically and socially I iberal, more inter­ 
ested in i nte I I ectua I pursuits and I ess dogmatic 
and pragmatic; nonetheless, the relative differ­ 
ences between the faculties remained unchanged. 

Accounting tor these differences is tar from 
simple. Given that retrospective studies and biog­ 
raphies of eminent people often claim that the 
seeds of future greatness were manifest in their 
subjects from an early age, one might begin by 
hypothesizing that the observed attitudinal simi­ 
larities are a product of the aptitudes that led 
the student to select one faculty rather than an­ 
other. However, the consistently poor record of 
studies concerned with vocational prediction - 
including those that have attempted to find indi­ 
cators of future high achievement among students 
in their final years of secondary school - pro­ 
vide I ittle support tor this hypothesis. 

2.1 The View in the Rear-vision Mirror 

In the atmosphere of heightened interest in 
science and techno I ogy that to I I owed the second 
world war, the scientist became a popular subject 
tor psychological and sociological research. Two 
wel I-regarded pieces of research dating from this 
period are Anne Roe's social proti les of eminent 
men of science - physical scientists, biologists, 
psychologists and anthropologists; and David Mc­ 
Clel land's studies of the motivations of creative 
physical scientists (Rets.28&251. These studies, 
based primarily on data gathered from interviews 
and from projective tests, present clear-cut and 
genera I I y consistent pictures of the g i tted phys­ 
i ca I scientist and his childhood development (see 
Table 2 tor a summary of McClelland's findings). 
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TABLE 1 Attitudinal Differences Between Students in Four Professions 

Reflections In A Crystal Ball 

Scale ENGINEERING LAW MEDICINE 

LAW 

I nte I I ectua I interests * 
Academic activities 
Political-economic I iberal ism 
Social I i bera I ism 
Pragmatism *r 
Dogmatism *r 
Cynicism 

MEDICINE 

I nte I I ectua I interests * 
Academic activities 
Political-economic I iberal ism * * 
Social I i bera I ism 
Pragmatism 
Dogmatism *r 
Cynicism 

TEACHING 

I nte I I ectua I interests * * 
Academic activities *r *r *r 
Political-economic I iberal ism * * * 
Social I i bera I ism *r 
Pragmatism 
Dogmatism *r 
Cynicism * 

Note: An asterisk (*) indicates that the faculty show~ on the left 
of the table has a significantly higher score Cat the 5% level 
of confidence) than the faculty shown in the columns; 
C*rl indicates significant differences in the opposite direc­ 
tion (Schetfe tests). 

Source: Anderson & Western (Ref.6) 

TABLE 2 Psychological Characteristics of Cre­ 
ative Physical Scientists 

*Men are more I ikely than women to be creative 
scientists 

*Experimental physical scientists come from a 
background of radical Protestantism more often 
than would be expected by chance, but are not 
themselves religious 

*Scientists avoid interpersonal contact 

*Creative physical scientists are unusually hard­ 
working to the extent of appearing almost ob­ 
sessed with their work 

*Scientists avoid and are disturbed by complex 
human emotions, perhaps particularly inter­ 
personal aggression 

*Physical scientists are intensely masculine 
(engineers score even more highly than physi­ 
cists on measures of masculinity) 

*Physical scientists I ike music and dis I ike art 
and poetry 

*Physical scientists develop a strong interest 
in analysis, in the structure of things, early 
in Ii fe. 

Source: D. McClel land CRef.25) 
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2.2 Through a Glass Darkly 

The dramatic successes of the Russian space 
program in the mid-fifties lent new urgency to the 
American studies of the psychological properties 
of the scientist, with special attention being 
focussed on the early identification of scientific 
giftedness. The clear profile of the gifted scien­ 
tist that had emerged from the retrospective stud­ 
ies carried an imp I icit promise that the task of 
identifying high achievers would be relatively 
simple; but experience proved otherwise. Certain- 

I y, measures of genera I i nte I I i gence (IQ) proved 
to be of surprisingly I ittle value.While IQ tests 
are a useful means of quickly distinguishing be­ 
tween the bright and the dul I in a large popula­ 
tion, they simply fai I to discriminate between 
those intel I igent people who wi 11 realize their 
potential in a concrete form, and those intel Ii­ 
gent peop I e who w i I I not. MacK i nnon (Ref. 26) con­ 
c I uded that beyond a certain minimum level - 
probably in the region of 115 to 125 IQ points - 
conventional IQ tests have little bearing on sub­ 
sequent academic or career achievement. 

Other measures fared I ittle better. Despite 
the onslaught of studies which cross-correlated 
almost every imaginable variable with later car­ 
eer success, only a study of home environment con­ 
ducted by Getzels and Jackson (Ref. 12) attained a 
use tu I I eve I of p red i et i ve power. A I though attem­ 
pts to rep I icate their general findings had mixed 
results, a Getzels and Jackson test for 'creat­ 
ivity' became part of a more successful I ine of 
inquiry pursued by the British psychologist and 
educator Liam Hudson. 
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Hudson, whose work is discussed in greater de­ 
tai I below, not only endorses MacKinnon's view of 
the value of IQ scores (Hudson (Ref. 19)), but 
points out that by the time a student is in the 
sixth form the main distinguishing characteristics 
of future high achievers are 'breadth of interest 
outside the curriculum and a tendency to work 
hard' (Hudson (Ref.16) p.43). His conclusions are 
supported by the monumental study of 1,528 Ameri­ 
can children with IQs of more than 135 (which 
places them in the top 1% of the population, and 
is generally characterized as the 'genius' range). 
Begun by Lewis Terman in 1921, this study now 
spans six decades, the most recent to I low-up being 
conducted in 1977 when most of the participants 
had reached retirement age. Preliminary reports 
from the fol low-up (Goleman (Ref.13)), show that 
although most had done wel I in careers and had in­ 
comes higher than the national average, none had 
manifested recognizable genius (there were, for 
example, no Nobel prizewinners in the group); 
moreover, among the participants were semi-ski I led 
workers and people who had been unemployed for 
much of their working I ife. But those in the sam­ 
ple who did succeed in careers were rated by 
parents and teachers at age ten and again at age 
eighteen as higher than their classmates in such 
qua I ities as persistence and the desire to excel. 

2.3 Refractory Evidence 

Despite the failure to find the kinds of in­ 
dicators of future high achievement that many re­ 
searchers hoped for, a different stream of re­ 
search was successfu I in identifying among schoo 1- 
ch i ldren broad differences in cognitive style that 
correlate wel I with their subject specialization 
at secondary schoo I I eve I and hence genera I di r­ 
ect ion of their career choice. Much of this evi­ 
dence derives from the sustained research effort 
of Liam Hudson and his associates. 

Hudson's work began in the late 1950s, and 
over many years fol lowed the same pattern. He 
studied boys in the fourth, fifth and sixth forms 
of London schools he describes as 'privileged', 
restricting the size of the group to no more than 
about 200 in any given year so that he could in­ 
terview and recal I each boy individually. Over 
time, however, relatively large numbers accumu­ 
lated in most of his categories. After experi­ 
menting with a variety of tests, Hudson settled 
upon the two which form the basis of his work: a 
high-level test of reasoning abi I ity (the AH5) 
and the Getzels and Jackson test known as the 
Uses of Objects, which simply asks respondents to 

I i st as many uses as they can think of for common 
objects such as a brick, a paper-clip or a barrel. 
Hudson (Ref.16) demonstrated that usef~l predic­ 
tions of career choice could be obtained by con­ 
sidering biases in the boys' scores (rather than 
absolute scores), and argued that these biases 
reveal underlying cognitive styles. 'Convergent' 
thinkers (those who scored relatively better on 
the reasoning test) typically specialized in 
physical sciences or classics; 'divergent'thinkers 
(those who score better on the Uses of Objects) in 
history or modern languages. 

Without Australian research that directly rep­ 
I icates these findings, it cannot be demonstrated 
conclusively that what applies to Hudson's conver­ 
gent thinkers also applies to the Australian en­ 
gineer. Nevertheless, the avai I able evidence 
points strongly in this direction. Hudson found, 
for example, that the attitudes of convergers 
differed from those of divergers along three di- 
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mensions: authoritarianism, rigidity of attitude 
and social conformity. Convergers were more I ikely, 
for example, to approve of being obedient, of 
accepting expert advice and of being a good team 
member; and more I ikely to disapprove of artistic 
sensitivity and of being highly imaginative 
(Hudson (Ref.16)). These attitudes closely re­ 
semble those found to obtain among Australian 
engineering students (Anderson & Western (Ref.6)). 

In one of his earliest papers, Hudson (Ref.18) 
stated his basic thesis that the origins of the 
abi I ities and interests which distinguish arts 
specialists from science specialists originate in 
childhood personality differences. In his later 
works, he elaborates upon this thesis using di­ 
verse sources of evidence. A first bui I ding block 
in his argument is the evidence that stereotypes 
of the professions are both widely held and 
cross-culturally consistent. Scientists, for ex­ 
ample, are regularly rated as 'hard, cold and 
valuable', while artists are seen as 'soft, warm 
and exciting'. A second bui I ding block is the psy­ 
choanalytic notion of fixation: the idea that a 
person's frame of mind takes on enduring shape 
during one of three developmental stages: infancy, 
latency or adolescence (see Fig.l). It is not 
accidental, argues Hudson, that the image of the 
scientist first emerges during the latency stage 
(which occurs roughly between the ages of five and 
ten) since it reflects the primary concern of this 
stage: the righteous subjugation of impulse in the 
service of impersonal, objective skill. It is dur­ 
ing this stage, too, that future physical scien­ 
tists (a category in which Hudson includes engin­ 
eers) show a marked interest in the structure of 
the material world, although their developmental 
patterns are less extreme than those of mathe­ 
maticians, who are often chi Id prodigies. By con­ 
trast, the stereotype of the artist does not 
appear unti I adolescence, and reflects the domin­ 
ant concerns of that age: the conflict of in­ 
tensely personal desires and sensitivities with 
the puritanical system of values established dur­ 
ing latency. 

Hudson emphasizes that he is not attempting to 
invent another simple dichotomy for the human race, 
but rather to characterize two extremes that ac­ 
count for 30% of the population range. He also de­ 
votes attention to those students who score equa I I y 
wel I (or badly) on both types of test: the 'hybrid 
al I-rounders'. Psychologists, he argues, fal I with­ 
in this group and their genesis is complex. As a 
eh i Id, the future psycho I og i st adopts the objective 
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Fig.1 The fixation hypothesis. 
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stance of the physical scientist, then, in late 
adolescence, attempts to apply scientific princi­ 
ples to human behaviour. This developmental shift, 
according to Hudson, explains why psychology is 
often a late career choice, and why many famous 
psychologists have come into the subject from a 
more orthodox form of science: medicine, biology, 
chemistry, even physics and engineering - but 
rarely, it seems, mathematics (Hudson (Ref.17)). 

Within the framework of his study, Hudson has 
convincingly portrayed the psychodynamics of vo­ 
cational choice. But his explanations become 
strained to the utmost when applied to vocational 
choice in the genera I popu I at ion. It seems i m- 
p I aus i b I e to argue, tor example, that girls are 
less I ikely to become fixated in latency than 
boys; or that the stereotype of the doctor or 

I awyer has i ntr ins i ea I I y I ess appea I tor the work­ 
i ng-c I ass eh i Id than tor his mi dd I e-c I ass counter­ 
part. Yet the Australian Bureau of Census and Sta­ 
tistics figures show that only 3.8% of engineering 
students en ro I I ed in 1978 were women ( a I though 
women then constituted 39. 9% of a I I Austra I i an 
university students). Anderson and Western (Ref.71 
also found that students from tami I ies where the 
parents have received higher education, and where 
the father either belongs to a profession or is a 
senior manager, are more I ikely to enter medicine 
or law than teaching or engineering. 

Indeed, linking their attitudinal research 
with data such as these, Anderson and Western 
(Ref.71 claim that the differences in attitudes 
observed between the faculties are a product of 
the students social origins. Further, they sugg­ 
est that these social origins can irrevocably 
affect one's professional performance. The 'pre­ 
sumably more I imited experiences' of country 
children recruited into the teaching profession, 
tor example, may unfit them for 'transmitting the 
culture of society to successive generations'; and 
they warn of increasing the difficulties in main­ 
taining staff continuity in secondary schools if 
the balance of the sexes among teaching recruits 
continued to swing away from men (women then con­ 
stituted 57% of teaching recruits). 

Whereas Anderson and Western consider it 
necessary to discourage girls from entering teach­ 
ing, McClelland (Ref.25) argues that the virtual 
absence of women from the physical sciences is a 
natural phenomenon. Observing that women have 
failed to flock into experimental physical science 
as opportunities tor higher education for women 
have been more nearly equalized, he suggests that 
the reason is not social restriction, but a 'per­ 
sonality factor - women's lack of interest in 
physical science' (McClelland (Ref.251 p.1441. 

2.4 Resolution 

That there are inequalities in the distribu­ 
tion of class and sex among faculties is unden­ 
iable; yet it does not necessarily fol low that the 
inequalities are directly determined by properties 
intrinsic to either class or sex. Anderson and 
Western's claim that there is a causal I ink be­ 
tween social origins and attitudes is apparently 
based only on the correlation between social class 
and faculty membership and between faculty member­ 
ship and attitudes: they otter no supporting evi­ 
dence either from their own data (such as a dem­ 
onstration that the correlation between social 
origins and attitudes also applies within facul­ 
ties), or from other studies. Both sources, how­ 
ever, yield evidence that runs counter to their 
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claim. Table 1, tor example, shows that the atti­ 
tudes of teaching students differ significantly 
from those of engineering students, despite the 
similar class backgrounds of the two groups. The 
demonstration by Hudson (Ref.161 that a similar 
division of attitudes exists among English school­ 
boys attending privileged schools (which suggests 
that their class backgrounds may be more homogen­ 
eous than those of the Australian university stu­ 
dents) also argues against any simple connection 
between social origins and attitudes. 

International comparisons cast further doubt 
on the validity of Anderson and Western's sugges­ 
tion that sex or social class represent reasonable 
criteria tor assessing an individual's suitabi I ity 
for a given profession. The mobi I ity of members ot 
the working class into the professions and the ex­ 
tent to which occupational status is inherited 
vary considerably even between the industrialized 
nations. While it is difficult to make strict com­ 
parisons - not least because of differing rates of 
change in occupational structures - most of the 
genera I indices of occupat i ona I mob i I i ty that have 
been used would place Australia in the middle 
range of industrialized western nations (see, for 
example, Hazelrigg and Garnier, (Ref.14)). 

Although it is difficult to apply the concept 
ot class to communist countries, Parkin (Ret.231 
points out that in such countries transitions be­ 
tween the lowest occupations and the highest com­ 
monly take place in a single generation. By con­ 
trast, professional occupations in western coun­ 
tries typically show a high inheritance rate. 
Turner (Ret.311 showed that in Australia the rate 
of inheritance of professional occupations was 
high: while 44.8% ot the sons of university­ 
trained professionals entered tertiary institu­ 
tions (where they comprised 8% of the student 
body), only 4.4% of the sons of unskilled and 
semi-ski I led workers did so (comprising 13% of the 
student body). Figures for eight European coun­ 
tries circa 1960 show a range from 5% ( Italy and 
West Germany) to 25% (Great Britain and Norway) in 
the proportion of working-class students entering 
university (Parkin (Ref.23)). 

Women's participation in the professions Mc­ 
Clel land characterizes as 'masculine' also varies 
markedly between nations. Only five (0.8%) of the 
631 engineering students who took part in Anderson 
and Western's studies of Australian university 
students were women, wh i I e t i gu res presented in 
The Australian Enqineer for March, 1969, showed 
that of the then 17,000 members of the Institute 
of Engineers (Austral ial, women accounted tor only 
thirty-six, of whom twenty were migrants. These 
figures contrast sharply with figures supplied by 
the Association of Professional Engineers, Aus­ 
tralia tor women engineers in communist countries. 
In the USSR, 30% of the engineers were women (1959 
figures) and in Poland 11% (1964 figures). 

Given these disparities in the participation 
rate of both the working class and women in the 
professions, it becomes increasing I y di ft i cu It to 
maintain that class or sex make one intrinsically 
unsuited to entering a specific profession. Never­ 
theless, society's expectations tor a chi Id are 
not independent of class and sex; and these expec­ 
tations may ti lter the career-related information 
that the chi Id receives and hence ti lter his or 
her career aspirations. A letter pub I ished in the 
New Scientist of 28 February 1980 suggests how 
such ti lteri~g might operate: 
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I encourage my daughter aged six to look through 
the New Scientist. I was surprised one day when 
seeing diagrams about the Universe she said 'oh 
they are only for boys'. When questioned about 
this she told me that this was the view of her 
friends at school. 

While the representativeness of such attitudes 
is not easy to determine, where such attitudes do 
exist they may discourage girls from expressing 
the interests during the latency stage that, 
according to Hudson, are central to the develop­ 
ment of the future physical scientist. It is at 
least premature to conclude that intrinsic factors 
alone account for the smal I numbers of women in 
such courses as engineering. 

The evidence thus shows that career choice has 
been the subject of many transactions between the 
individual and his social mi I ieu long before his 
enrolment in an engineering course. But it is with 
the beginning of formal professional education 
that the socialization of the engineer begins in 
earnest. 

3. CREATING CONSENSUS: THE ORIGINS OF THE OBVIOUS 

The i nte I I ectua I i nf I uences that enter into 
the professional socialization of the engineer can 
be identified fairly readily. Less apparent are 
the effects of the socialization process on the 
engineer's conception of reality. 

3.1 The Intellectual Foundations 

Engineering knowledge, as the sociologist 
Holzner (Ref.15) points out, is structured by two 
main considerations: the expected applications of 
the knowledge, and the need to rapidly communicate 
a body of information to the learner. The engin­ 
eering student, for example, gathers much of his 
information from textbooks, whereas arts students 
are often required to consult original sources .. 
The bulk of engineering knowledge is thus removed 
even from the way in which new knowledge is ob­ 
tained in the physical sciences; yet many engin­ 
eering students and graduates are confident that 
their methods represent the best - perhaps the 
only - way of gaining knowledge in any sphere, 
including the social and political. Anderson and 
Western (Ref.8) found that engineering students 
interviewed in the third and fourth years of their 
courses expressed greater confidence in their own 
abi I ity to define the community's interests ~nd 
perceived less conflict between their own inter­ 
ests and those of the community than did third or 
fourth year students in the other faculties. 

Similar attitudes were evinced in interviews 
designed to probe the attitudes of members of the 
groups which participated in the National Tele­ 
communications Planning Branch Delphi studies 
(Albertson & Cutler (Ref.4)). A Telecom engineer, 
now in his forties and occupying a middle-manage­ 
ment position, elaborates: 

When I was doing engineering, or just subsequently, 
I believed that the Government should be run by 
engineers and scientists - the rational people who 
could set the world on the right track, and keep 
it on the right track with industry and productiv­ 
ity. What was needed was highly objective people - 
u.?e wouldn't have used the word objective, but 
reasonable people who knew exactly what was needed 
and could go about doing it. 
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But as Mitroff and Turoff (Ref.24) point out, 
engineering knowledge is based mainly on the phi 1- 
osophies of Liebnitz and Locke; and these phi los­ 
ophies, or inquiry systems, are best suited to 
dea Ii ng w l rh situations that are 'wel I-structured', 
and where a strong consensus exists about the 
nature of the problem. Nevertheless, examples of 
over-generalization of such inquiry systems come 
readily to hand. The Delphi technique itself is 
based on a Lockean inquiry system, so that however 
scrupulously the technique is applied, and however 
technically expert the panel, it cannot guarantee 
accurate answers to i I I-structured prob I ems ( a 
category that includes the majority of social and 
political questions). 

A great deal of the social research into car­ 
eer choice suffers from the same mismatch of prob­ 
lems and inquiry systems. The eminent American 
psycho I og i st Gordon A I I port pointed out more than 
twenty-five years ago that the feeling that only 
the methods of the established sciences were fully 
reputable accounted for the pre-eminence in psy­ 
chology of Lockean inquiry systems. For many 
years, psychology thus exhibited a preference for 
'externals rather than internals, for elements 
rather than patterns, for geneticism, and for a 
passive or reactive organism rather than for one 
that is spontaneous and active' (Al I port (Ref.5) 
p.12). Ironically, the spectacular success of 
Liebnitzian and Lockean inquiry systems in the 
technological sphere exacerbated this trend and 
almost certainly delayed finding the answers to 
the riddle of scientific giftedness that were so 
urgently sought. 

In this I ight, it becomes less surprising that 
it was Hudson, working outside the main paradigm 
and on a sma I I sea I e, who contributed most to our 
understanding of vocational choice and career per­ 
formance. Nor is it accidental that he drew many 
of his insights from psychoanalytic theory - the 
only major psychological tradition to maintain a 
central interest not in the way variables interact 
within a large population but in 'what is Johnian 
about John', to use Al I port's phrase. These pre­ 
va i Ii ng be Ii efs about the nature of science a I so 
help to explain Anderson and Western's use of a 
large sample survey as a basis for recommendations 
about such matters as future recruitment into the 
professions.While sample surveys undoubtedly 
have a place in psychology, it should not be for­ 
gotten that however we I I such research ref I ects 
current conditions, 'is' bears no logical rela­ 
tionship to 'ought'. 

3.2 Networks of Connection 

There is evidence, too, that the imp I ications 
of the engineer's career choice do not stop with 
his i nte I I ectua I stance, but reach into the far­ 
thest corners of his being. For example, Hudson 
and Jacot (Ref.20) found differences between arts 
specialists and physical scientists even in the 
bald biographical data presented in the British 
Who's Who. Analysing the entries for eminent men 
born during the period 1900 to 1925, they found 
that, for example, physical scientists were less 

I ikely than the arts specialists to remain single, 
to marry late, to have chi Id less marriages or to 
divorce. Rates for eminent biologists were gener­ 
ally intermediate between the two (see Table 3). 
Finer distinctions could also be drawn within the 
physical sciences category. The researchers point 
out, for example, that by removing the physicists 
from the group ( leaving mainly engineers and chem­ 
ists) the divorce rate, already low compared with 
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Marriage, Divorce and Ferti I ity in the Arts and Sciences 
(Percentages) 

Single Chi Id less Marry I ate Divorce 
(35-plus) 

Arts 14.8 16.2 13.4 4.6 
(n=216) 

Biological sciences 2.0 6.1 9.5 12.2 
(n=147) 

Physical sciences 3.6 11. 5 5.5 3.3 
(n=329*) 

*This group includes 109 engineers who were either senior academics or 
Fellows of the Royal Society. 

Note: In each column, the frequencies deviate from chance at the 5% 
level of confidence (or greater). 

Source: Hudson & Jacot (Ref.20). 

the arts specialists, was reduced from 3.6% to 
1.7% 

Hudson (Ref. 17) relates these findings to his 
developmental thesis, arguing that a preference 
for things rather than people as a subject for 
study is I inked with the social conservatism of 
the latency stage. Specialists in the arts, he 
suggests, may be more I ikely to transgress conven­ 
tional boundaries, especially those that define 
the masculine sex role. They are more likely to 
acknowledge that they are to some degree effemin­ 
ate or homosexual, and less I ikely to marry simply 
because it is conventional to do so. 

Research into patterns of sleeping and dream­ 
ing also appears to be an improbable source of 
evidence about the effects of professional social­ 
ization. Nevertheless, Hudson (Ref. 17) reports 
that in studies of university undergraduates, con­ 
vergent thinkers (such as physicists and engin­ 
eers) differed from divergent thinkers (such as 
historians and I inguists) in the way they exper­ 
ience and process their dreams. Rapid eye move­ 
ments (REMs), which indicate that a dream is in 
progress, were found to be more intense among 
convergers than among divergers; but upon being 
awakened during REM activity, convergers on as 
many as ha If the occasions reca I I ed either nothing 
at al I, or only that a dream had been in progress. 
Divergers, on the other hand, almost invariably 
recalled the contents of their dreams. When the 
dreamers were awakened in the intervals between 
REM sleep, however, the position changed consider­ 
ably, with convergers having slightly better re­ 
cal I than di vergers. This distinction is important, 
Hudson argues, because periods of REM sleep are 
associated with the primary visual experience of a 
dream, while the intervening periods are devoted 
to 'secondary cognitive elaboration' - connecting 
the images into sensible-seeming patterns. Thus, 
while convergers often fail to recall the vivid 
visual images of their dreams, they recal I per­ 
fectly wel I the more rational thoughts that foll­ 
ow. 

These unexpectedly diverse ramifications of 
cognitive style provide clues to the deep-seated 
effects of the engineer's socialization. They 
suggest, for example, that his interpretations of 
reality fol low so closely on the heels of his per­ 
ceptions that in effect the two are fused into a 
single experience which assumes the status of the 
merely obvious - despite the complex philosophies, 
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goals and values that have contributed to its cre­ 
ation. 

4. THE DELPHI REVISITED 

The concept of a socialized reality clarifies 
many aspects of the National Telecommunications 
Planning Branch's second Delphi study. The concor­ 
dant readings of the future observed among the en­ 
gineers are not merely the product of similar per­ 
sonalities gathered together, but are part of a 
wider group consensus about the nature of reality. 
This consensus also helps explain the air of sim­ 
ple factuality with which even the more extreme 
social forecasts were often presented. 

For example, in support of his forecast that 
women would never occupy 25% of jobs carrying the 
annual salary equivalent of $10,000, one engineer 
commented: 

The average woman will never be as smart nor as 
capable as the average man. Add to this their role 
as a wife and mother, and it becomes obvious that 
they could never compete to this extent. 

It is hardly surpr1s1ng, in view of many of 
the attitudes already discussed in this paper, 
that many of the engineers who participated in the 
Delphi study objected to engaging in debate with 
'techno I og i ea I I y uneducated housewiyes ! • And, in­ 
deed, many of the women were i nc I i ned--to-accep:t 
this assessment of their abilities. In the second 
round of the study, wh i I e the engineers I arge I y 
conso I i dated the opinions they had offered in the 
first round (for example, the NEVER vote on the 
item concerning women in the work force increased 
from 56% to 64%), many of the women changed their 
opinions to accord with those of the engineers. 
This behaviour, together with the essential pessi­ 
mism on both the 'essence' and 'influence' dimen­ 
sions of their image of the future, suggests that 
as power is incorporated into the outlook of the 
engineers, so powerlessness is incorporated into 
the outlook of the women. The comments of a house­ 
wife interviewed by Albertson and Cutler (Ref.4.) 
suggest how this powerlessness is experienced: 

I wouldn't think of myself as influencing anybody 
else. I just enjoy my life, and they're free to 
enjoy their lives, as far as I'm concerned. I 
mean, if people want to take over the moon, well 
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and good, that's their business. I suppose if I 
saw any real evil intent or possibility, then I 
might jwnp up and down and do something about it. 
But my life is busy enough with people. 

Given the aggressively masculine image of the 
physical sciences, it seems almost a natural con­ 
sequence that women's attitudes towards the future 
should represent the polar opposite of the engin­ 
eers', thus defining the domain within which the 
engineers' power is negotiated. The press report 
shown as Exhibit 1 surely derives much of its im­ 
pact from the surprised response of a senior mem­ 
ber of the Australian scientific community who 
witnessed the violation of this fundamental social 
dynamic. 

EXHIBIT 1 

SHE'S NO GURU MONASH DEAN 

'Opening the UN Conference on Science and Tech­ 
nology here yesterday, Dr H.C. (Nugget) Coombes 
introduced Judith Wright as 'Australia's fore­ 
most poet'. After I istening to her speech, the 
dean of science at Monash University, Professor 
John Swan, said she was a disaster as a guru. 

Delegates, described as our top scientists, aca­ 
demics and industry representatives gaped as she 
delivered the most comprehensive attack on the 
direction of technology they could remember. 

Miss Wright said technological determinism - the 
acceptance that technology would be used simply 
because it was possible - was an abdication of 
intellectual and social responsibility. · 

Shortly after Miss Wright sat down, Professor 
Swan said that he respected her as a poet, but 
as a guru she was a disaster. 

He angrily cha I lenged her to explain why she was 
wearing a pseudo-suede jacket and a synthetic 
shirt - both products of technology. 

Miss Wright is reported as saying she was amazed 
at the emotional level of the outburst'. 

(Extract from the Melbourne 1Age1, 21 Apri I 1979) 

Loye (Ref.21), in discussing the potential im­ 
plications of his finding that forecasting is 

I inked with personality traits, expresses concern 
that when there is an imbalance of these traits 
among a Delphi panel the resulting forecasts wi I I 
be inaccurate. But given the more serious ques­ 
tions about the validity of the classic Delphi 
method arising from the analysis by Mitroff and 
Turoff (Ref.24), such a possibi I ity assumes minor 
importance. Nevertheless, the demonstration that 
engineers share a view of the world that is un­ 
typical of the community as a whole has potential 
ramifications that reach far beyond the accuracy 
of their forecasts. 

5. BEYOND PROPHECY AND CONTROL 

In his seminal work The Image, the economist 
Kenneth Boulding suggests that the content of the 
image of the future might be less important than 
its qua I ity of optimism or pessimism, certainty or 
uncertainty, breadth or narrowness. 'The person or 
the nation that has a date with destiny goes some­ 
where, though not necessarily to the address on 
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the label', he argues (Boulding (Ref.10) p.125). 
Other futures theorists, however, are less san­ 
guine. Russell Ackoff (Ref.l), for oxarnple , argues 
that an organization's image of the future affects 
its planning mode, and hence its chances of sur­ 
vival in organizational environments that are in­ 
creasingly characterized by high levels of uncer­ 
tainty, complexity and change - the kind of envir­ 
onment systems theorists ea I I a 1 tu r bu I ent fie Id 1 • 

In turbulent fields, according to Ackoff, 
planning modes based on predicting and control I ing 
the future will not only be inadequate, but are 

I ikely to create further instabi I ities. Under such 
conditions, he argues, the key to survival is 
adaptab i I i ty, wh i eh enta i Is increasing the organ­ 
ization's response repertoire to match the in­ 
creases in variety emanating from the environment. 
In part, this requisite variety can be achieved by 
means of re-organizing the workplace, using new 
organizational forms such as semi-autonomous work­ 
groups. Ackoff and his col leagues (Ackbff & Emery, 
(Ref.2); Trist (Ref.30)) also emphasize the im­ 
portance of individual resi I ience as a resource in 
organizational survival in turbulent fields. 

At base, acceptance of the systems theorists' 
arguments depends upon the relative persuasiveness 
of two a I ternat i ve organ i zat i ona I images. The 
image that has preva i I ed s i nee turn-of-the century 
Taylorism is that of a machine which is largely 
independent of its environment. The organization's 
tasks are reduced to their smallest components, 
and the members are expected to perform them in an 
essentially mechanical fashion. Responsibi I ity for 
organizational planning I ies entirely with manage­ 
ment. The centra I image of systems +heorv , on the 
other hand, is that of a biological organism and 
its eco I ogy; it emphasizes the who I e rather than 
the parts, and hence points to the resources for 
survival inherent in the organization's entire 
membership. 

If the systems image is accepted as an appro­ 
priate representation of the problem, it fol lows 
that the assumptions acquired during socialization 
into the engineering profession are I ikely to be­ 
come increasingly maladaptive in the future. At 
the corporate level, their essential optimism and 
belief in man's capacity to influence the future 
make it I ikely that the preferred planning mode 
wi 11 be deterministic, rather than adaptive. And, 
at the level of the individual, the unselfcon­ 
scious incorporation of these assumptions into the 
engineer's experience of reality suggests that 
they will prove inflexible in the face of uncer­ 
tainty and change. 

6. HUMAN RESOURCES AS A KEY TO ORGANIZATIONAL 
SURVIVAL 

Most technology-based organizations are keenly 
aware of the need for technological advance if 
they are to survive in the face of external com­ 
petition. The present paper, however, high I ights 
a threat to organizational survival that is rarely 
recognized: the probable inflexibi I ity of the 
assumptive sets of a large and influential segment 
of the organization's membership. Remedies for 
this state of affairs are tar from simple. As a 
first step, it is clearly desirable to encourage 
among engineers a I i ve ! i er awareness of the ass­ 
umptions inherent in their knowledge base, and the 
kinds of problems to which this knowledge is best 
suited. But to create such awareness represents a 
major cha I lenge to educators and those responsible 
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for the continuing education and in-service train­ 
ing of engineers, since these assumptions have be­ 
come so much a part of the engineer's personality 
that unless the process of re-assessment and crit­ 
ical review is undertaken cautiously, there is a 
danger that persona I i ty di sorgan i zat ion w i I I re­ 
su It, and that the present positive images of the 
future wi 11 give way to chaos and despair. The 
task of developing these human resources is thus a 
formidable one; but if systems theorists are cor­ 
rect in their analysis of the changing organiza­ 
tional environment, it is one that cannot be 
shirked if technology-based organizations such as 
Telecom Australia are to survive the environmen­ 
tal turbulence of the late twentieth century. 
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Bayesian Analysis Of Teletraffic Measurements 
And Simulation Results 

R.E. WARFIELD 
Telecom Australia Research Laboratories 

The purpose of this paper is twofold: to discuss the application of some 
well known results from the field of Bayesian Statistical Analysis to an esti­ 
mation problem in Teletraffic Engineering, and to extend those results to 
allow the estimation of loss factors. For a general traffic process (modelled 
using birth and death coefficients) offered to a general loss system (modelled 
using loss factors), a finite dimensional statistic which is sufficient for 
all unknown parameters is given. The statistic can be computed recursively 
from real-time observations of group occupancy and unsuccessful call attempts. 
The resulting estimation procedure is easily applied to the analysis of simu­ 
lation results, and could also be implemented readily on currently available 
traffic measuring devices using mini- or microcomputers. Simplified estimation 
procedures result for various special cases of the general model. 

1. INTRODUCTION 

1. 1 Description of Teletraffic Measurement and 
Simulation 

Teletraffic measurement involves the two 
phases of mode I I i ng and i dent if i cation. The mode I 
is in three parts, namely: a model of the genera­ 
tion of cal I arrivals, a model of cal I service 
times (or, equivalently, cal I departures), and a 
mode I of the system by wh i eh ea I Is access the de­ 
vices that carry al I or part of the offered traf­ 
fic. Identification is carried out by using the 
results of observations to make statistical in­ 
ferences about the unknown parameters of the 
model. 

The difference between measurement and simu­ 
lation, from the point of view of statistical 
analysis, I ies in the classification of parameters 
into those which are known and those which are to 
be estimated. For example, a simulation study may 
be used to determine the properties of a complex 
switching system - in this case the parameters of 
the traffic process are considered to be known, 
and it is desired to estimate the properties of 
the switch. On the other hand, it measurements are 
being made of Ii ve traffic in an exchange, the 
parameters of the traffic process (carried or 
offered) would usually be estimated, and the para­ 
meters of the switch may also be estimated from 
the same data. The analysis of measurement data 
and simulation results is therefore treated as a 
whole; in any application only a subset of the 
analytical results given wi 11 be required. 

The model of the system, and in particular its 
unknown parameters, determine what observations 
ought to be made and also have a bearing on the 
way the data should be processed. The appropriate 
degree of complexity of a model is influenced by 
both the u It i mate use to wh i eh the mode I w i I I be 
put and the complexity and extent of the observa­ 
tions which would be needed to identity the model. 
For example, it would usually not be practical to 
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use a mode I in wh i eh each of a I arge number of 
traffic sources was assigned one or more unknown 
parameters. The identification of such a model 
could prove onerous, and, once the unknown para­ 
meters were estimated, the appl icabi I ity of the 
model to other cases could be of doubtful valid­ 
ity. 

Cal I arrivals and departures may be model led 
using the concept of renewal processes, or by 
using birth and death coefficients. In the former 
case, the time intervals between successive arriv­ 
als and the service times of cal Is are considered 
as two separate sequences of independent identi­ 
cally distributed random variables. If the latter 
alternative is used, namely birth and death co­ 
efficients, then the concept of the state of the 
system is needed. For the present purposes, the 
state of the system at any instant may be consid­ 
ered as the number of cal Is in progress. The birth 
and death coefficients define the probabi I ities 
that the state of the system w i I I be incremented 
or decremented in an i nf in i tes i ma I i nterva I of 
time from t to t+dt. In general, birth and 
death coefficients are functions of the state of 
the system. 

The service system to which the traffic is 
offered may be model led in various ways. In the 
fol lowing, results are given for loss systems 
wh i eh can be mode I I ed using genera I I oss factors. 
The loss factors of a system are defined as the 
probabi I ities of a cal I being rejected condition­ 
al on the state of the system at the instant of 
the ea I I arr i va I . The genera I resu Its deve I oped 
below are also applied to the particular case of 
a geometric group - that is, a loss factor system 
in which the loss factors form a geometric se­ 
quence as a function of the state. 

Observations of teletraffic processes can take 
several forms including: the observation of cal I 
arr i va Is and ea I I departures; the observation of 
the number of devices occupied as a function of 
time; the observation of the digits dial led, thus 
specifying the intended destination of the ea I I. 
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Two salient features of a measurement are of 
interest at this point, namely: 

(i) The number of variables to be observed - in­ 
fluenced mainly by whether information must be 
collected from each individual device or from a 
group of individuals as a whole, 

(ii) The dimensionality of the data stored - in­ 
fluenced by the model of the system and the sta­ 
t i st i ea I inferences to be made. 

Economic, technological and theoretical consider­ 
ations al I have a bearing, directly or indirectly, 
on the type of measurement that wi 11 be appropri­ 
ate in any given situation. 

Various types ot stat i st i ea I inferences may be 
made from collected data, depending on the ulti­ 
mate application. Point or interval estimation is 
the most commonly required type of inference; hy­ 
pothesis testing and decision making may also be 
appropriate in certain cases. 

1.2 Problem Statement 

Given a model of a teletraffic process and the 
service system or group of devices to which the 
traffic is offered, it is desired to estimate un­ 
known model parameters from observations. More­ 
over, it is desired to estimate the unknown para­ 
meters using a I I ava i I ab I e i ntormat ion in the ob­ 
servations and using a fixed, finite amount of 
data storage space. The above requirements imply 
that a finite dimensional, recursively computable 
statistic that is sufficient for al I unknown par­ 
ameters must be constructed. The to I I owing p rob- 

! em is considered: 

(i) Offered traffic - General birth and death 
process. 

(ii) Group of devices - Loss system with lost 
calls cleared and general loss factors (including 
geometric group as a special case). 

(iii) Observations - Group occupancy and ea! I 
attempts are observed. 

Note that neither individual ea! Is nor indi­ 
vidual circuits are considered to be avai I able 
for observation. If either were considered avai 1- 
able, the observer would be able to treat the in­ 
dividual cal I holding times as a set of indepen­ 
dent, identically distributed random variables. 
The theory for analysing such observations is we! I 
known, and is therefore not considered here. 

2. LITERATURE SURVEY 

The I iterature dealing with general problems 
of statistical inference for birth and death pro­ 
cesses (more generally, Markov chains), and, in 
particular, with the estimation of the probabi 1- 
ity of loss (congestion) is surveyed below. 

Benes (Ref. 1) derives a sufficient set of 
statistics for a simplified system which involves 
an infinite number of devices with ea 11 arriva Is 
model led as a Poisson process and service times 
model led as independent identically distributed 
random variables with negative exponential dis­ 
tribution (note that this traffic process is a 
special case in that it can be described as either 
a renewal process or a birth and death process). 
With arrival rate and mean holding time unknown, 
and continuous observation ot the process over a 
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finite i nterva I , he demonstrates that the to I I ow­ 
ing set of statistics is sufficient for the un­ 
known parameters: number of ea I Is in progress at 
the start of the i nterva I (in it i a I state); the 
number of cal Is arriving during the period of ob­ 
servation; the number of ca l Is terminated during 
the period, and the average number of ea I Is ex­ 
isting throughout the period. 

Bi 11 ingsley (Ref.2) presents an expository 
survey of the mathematical aspects of statistical 
inference as it applies to finite Markov chains. 
His survey, which has been referred to by many 
succeeding papers, concentrates on the large 
sample theory of inference. Bi 11 ingsley uses the 
concept of transition count, namely, the matrix 
with ( i,j)1th element equal to the number of 
transitions from state i to state j in a 
sample sequence of the Markov chain. He observes 
that the initial state and the transition count 
together form a sufficient statistic for the un­ 
known state transition probabi I ities, and goes 
on to derive the sampling distribution for this 
statistic. 

Cox (Ref.3) surveys the field ot estimation 
methods applied to queues and again the results 
are based on I ikel ihood functions similar to 
those of Bi I I ingsley. Cox specifically comments 
on the fact that there are relatively extremely 
few papers on problems of statistical estimation 
in this field compared with the number on analysis. 

A I I of the above studies use the c I ass i ea I 
approach of maximum I ikel ihood estimation, and the 
results are essentially applicable to large sam­ 
ples. Reynolds (Ref.4) introduces a Bayesian ap­ 
proach and compares the results obtained with the 
classical ones. Whereas Bi I I ingsley (Ref.2) and 
others considered only the observation of a se­ 
quence of states, Reynolds includes also the times 
of each transition. Thus his sufficient statistic 
is: 

0 :o r :o R) 

where 

r is the state ot the system 

R is the maximum possible value of r 

tr is the time spent in the r'th state 

m is the number of arrivals while in stater r 
nr is the number ot departures from stater 

Reynolds also assumes that the initial state is 
known. 

For cases where the birth and death coeffici­ 
ents are given by, respectively, 

" = t(r)A ( 1) r 

and 

µr = g( r) u (2) 

with f ( r) and g( r) known, and " and ]J to 
be estimated, Reynolds demonstrates that a Gamma 
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distribution is appropriate for the prior distri­ 
bution and derives sufficient statistics and es­ 
timator for A and µ . Reynolds also shows that 
his results can be used to derive those of, for 
example, Benes (Ref.1) as a special case, thus 
showing the I ink between the Bayesian and c I ass i - 
cal approaches. 

Turning now to the specific problem of esti­ 
mating the probabi I ity of loss in a teletraffic 
system, Kosten, Manning and Garwood (Ref.5) de­ 
rive, for the M/M/C loss system with full avail­ 
abi I ity, expressions for the first few moments of 
the distributions of the number of lost cal Is and 
the time congestion observed during a fixed period 
of time. The expressions they derive are rather 
complex, and, as stated in their paper, are di­ 
rectly applicable only to ful I avai labi I ity sys­ 
tems for which the probability of loss can be de­ 
rived ana I yt i ea I I y from the parameters of the 
offered traffic. 

Descloux (Ref.6) gives an expression for the 
varianc~of the proportion of blocked cal Is and 
the time congestion (scanned or measured contin­ 
uously) for the same system as that studied by 
Kosten, Manning and Garwood (Ref.5). The basic 
formula he uses is (slightly rearranged): 

Var [f] [
Var(X) + Var(Ll _ 2 Cov(X,Ll] E2CX) 
E2(X) E2(L) ECX) E<Uj E2(L) 

( 3) 

where X is the number·of calls blocked and L 
is the number of cal Is offered. 

Using this same basic formula, Kuczura and 
Neal (Ref.7) extend the analysis to loss systems 
with renewal input (GI/M/C) sti 11 assuming ful I 
avai labi I ity and a fixed time period of observa­ 
tion. Olsson (Ref.8) extends the analysis to gen­ 
eral birth and death processes, giving results 
for the variance of the number of lost cal Is, 
cal I congestion, and time congestion (scanned and 
continuous measurement). 

Songhurst (Ref.9) considers birth and death 
processes with negative exponentially distributed 
service times, but departs from previous work by 
assuming that observations are made only at the 
instants of ea I I arr i va Is. Instead of considering 
a fixed observation period, he considers a fixed 
number of ea I I arr i va Is. He derives the asymp­ 
totic variance of a general deterministic function 
of the state of the system. The examples he gives 
include the estimation of the probabi I ity of loss 
for the M/M/C system, and the probabi I ity of delay, 
mean delay, delay distribution, and queue length 
for the M/M/C de I ay system. In genera I , his re- 
su Its apply to birth and death processes in loss 
or delay systems with ful I avai labi I ity. Songhurst 
states that his results might be able to be ex­ 
tended to the case of loss factor models of I im­ 
ited avai labi I ity systems, but that the results 
would be expected to be approximate. 

The papers above, on the topic of the estima­ 
tion of the probabi I ity of Joss or delay, deal 
with the topic from the point of view of experi­ 
ment design, and the fol lowing I imitations apply 
to them: 
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( i) Genera I I y, the formu I ae given are comp I ex 
and assume detailed knowledge of the traffic pro­ 
cess, 

(ii) All the formulae derived apply only to full 
avai labi I ity systems with negative exponentially 
distributed service times. Most involve some de­ 
gree of approximation, even for the cases tor 
which they were derived. 

The problem of the analysis of experimental 
results, as opposed to experiment design, al lows 
the properties of teletraffic systems to be ex­ 
ploited. Consider the observation of a total of 
L offered cal Is divided into n batches of N 
ea I Is each. If the number and proportion of b I ock­ 
ed ea I Is tor the i Ith batch a re denoted, respec­ 
tive I y, 

xi is the number of blocked cal Is 

and 

b. 
I 

is the proportion of blocked cal Is to cal I 
attempts 

then, by definition 

b. 
I 

x./N 
I 

(4) 

If the n values of b are considered as n 
independent Normal random variables, each with 
variance o2, it is possible to estimate the var­ 
iance of observed congestion using standard tech­ 
niques, namely, 

52 
b 

n 

n-1 I i=1 
(5) (b. 

I 

where 

b 
n 

n I b. 
l= l I 

(6) 

By taking advantage of certain properties of 
teletraffic processes it is possible to improve 
the accuracy of estimation of congestion, as no­ 
ted by Rubas (Ref. 10), there is a positive correl­ 
ation between the sample values of the mean off­ 
ered traffic and the congestion in the individual 
batches; the variation in the observed congestion 
is partly due to the variation of offered traffic 
from one batch to the next. KUmmerle (Ref.11) de­ 
velops a formula, based on regression analysis, 
tor calculating the confidence interval tor con­ 
gestion, taking into account the correlation be­ 
tween offered traffic and congestion. He reports 
a typical reduction in the size of the confidence 
interval of about 30%. 

Rubas and Warfield (Ref.12) extend KUmmerle's 
technique by the use of multivariate regression 
analysis, using values of both the sample mean 
and the sample variance of the offered traffic for 
each batch. They also introduce a technique of re- 
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cursive least squares analysis which, it applied 
on- I i ne, a I I ows the I ength ( and hence cost) of the 
measurement or simulation to be determined by the 
actual accuracy obtained. They give practical 
guide! ines tor the design of the measurement so 
as to maximise the accuracy of estimation while 
preserving the va I id i ty of the assumptions on 
which the regression analysis depends. They also 
derive an empirical formula tor the accuracy (con­ 
fidence interval width) obtainable using this 
technique, and show, empirically, that the use of 
multivariate regression analysis yields an addi- 
t i ona I improvement in estimation accuracy, espec­ 
i a I I y tor the case of rough offered tratt i c ( va r- 
i ance greater than meani. 

The general approach of using the observa­ 
tions to compute both estimators of the unknown 
parameters and the accuracy of those estimators 
is taken even further by the use of Bayesian 
methods. In the to I I owing section, a method tor 
calculating the conditional probabi I ity density 
function of the unknown parameters wi 11 be des­ 
er i bed. It w i I I be shown that the method uses a I I 
the relevant information avai I able in the obser­ 
vations, yet can be implemented practically using 
a finite amount of computer storage. 

3. SOLUTION USING BAYESIAN METHOD 

3.1 Notation 

In the analysis that fol lows, it is necess­ 
ary to distinguish between sequences of vectors 
(which are recursively computed), and the individ­ 
ua I components of those vectors. In order to avoid 
double subscript notation, which would wrongly im­ 
ply that the sequences of recursively computed 
vectors shou Id be treated as matrices, the to I I ow­ 
ing abbreviated notation is used. Every vector 
considered has one component tor each possible 
state of the system from O to R, therefore the 
variable r , which represents the state, is used 
to index individual components of the vectors. The 
variable k is reserved to index variables in se­ 
quence. Thus sr denotes the r'th component of 
the vector s, while Sk denotes the entire vec­ 
tor s at the k'th stage. 

3.2 System Model 

The offered traffic is assumed to be a gen­ 
eral birth and death process with birth coeffici­ 
ents and death coefficients respectively: 

( 7) 

d (8) 

The traffic is offered to a loss factor system 
with loss factors: 

T 
y = (yO,Y1,···,Yr,···,YRl 

Furthermore, it is assumed that a, d , and 
y are random variables with known prior probabi 1- 
ity density function denoted by t(a,d,y). 

(9) 
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Every successful cal I attempt, blocked attempt, 
and departure is observed. The state, r, of the 
system after each event, and the time, t, since 
the occurrence of the previous event are measured. 

3.3 Analysis 

It is desired to compute the conditional 
probabi I ity density function, 

where 

rk is the state of the system after the k1th 
event (cal I attempt or departure), 

tk is the time from the (k-1) 1th event to the 
k1th event, 

( 10) 

/ 
1 

( 11) 

with the constraint that the amount of data stor­ 
age required must be a fixed, finite amount, re­ 
gardless of how large k becomes. It wi 11 also 
be assumed that the initial state r0 is known. 

A recursive solution is obtained as fol lows: 

k+l k+l t(a,d,yir1 ,t1 ) 

k k k k 
t ( r k+ 1, t k+ 1 I a, d, y, r 1, t 1) t (a, d, y I r 1 , t 1) 

k k 
t ( r k+ 1 't k+ 1 I r 1 't 1 l 

( 12) 

The variable is defined by 

r k - r k-1 ( 13) 

Note that Xk is -1, 0, or +1 tor a departure, 
blocked attempt, or successful attempt respec­ 
tively. 

Now 

t<r t I d k k k+l' k+l a, ,y,r1,t1) 

A. T.R. Vol. 15, No. 2, 1981 



Bayesian Analysis Of Teletraific Measurement 

I k k+l k k 
f(rk+l a,d,y,r1,t1 ) f(tk+l[a,d,y,r1,t1) 

To aid in computing the probabi I ity density func­ 
tions, a sequence of functions pk(a,d,y) is de­ 
fined by: 

( 14) 

p
0
<a,d,y) f(a,d,y) ( 20) 

( 15) 

that is, 
and 

Po is set equal to the prior density, 

Al so 

Pk+l (a,d,y) 

( 16) 

where the function q(rk,xk+l) is given by 

(21) 

d Comparing the definition of the sequence of tune- _r __ 
for x = -1 tions Pk with the recurrence relation for the 

a + d conditional probabi I ity density function of the r r 
unknown parameters, it can be seen that 

a 
q(r,x) = 1 r y for X = 0 a + d r r r 

k k pk(a,d,y) = f(a,d,y[r1,t1) • C (22) 

a r ( 1 - y ) for x = +1 a + d r r r 

( 17) 

where c is a sealing factor that does not de­ 
pend on (a,d,y) . Hence the probabi I ity density 
function, f , can be computed by normalising the 
function p , that is, 

Also 

(23) 

J ... J pk(a,d,y) d(a,d,y) 

( 18) 

Substituting the above results back into equation 
(12) yields a recurrence relation for the condi­ 
tional probabi I ity density function of (a,d,y), 

A finite dimensional, recursively computable sta­ 
tistic which is sufficient for (a,d,y) is formed 
by the statistics 

k+l k+l f(a,d,y[r1 ,t1 ) k k f(a,d,y[ r1 ,t1) where r0 and rk are the initial and final 
states, as previously defined, and sk, Uk, and 
vk are R+l dimensional vectors with r'th com­ 
ponents defined by: 

q(rk,xk 1) (a + d ) exp(-tk 1<a + rk rk + rk 
is the total time spent in state r 

is the total number of unsuccessful attempts 
while in state r, 

vr is the total number of successful attempts 

k k 
f ( t k+ 1 'r k+ 1 I r 1, t 1) 

( 19) while in state r, 
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with al I totals computed from stage 
k i nc I us i ve. 

to stage 

The statistic described above is of fixed, 
finite dimension, and is recursively computable, 
as is shown formally by the fol lowing. The R+l 
dimensional vectors sk, uk, and vk are de­ 
fined to have al I components equal to zero, ex­ 
cept for their respective (rk-1)'th components 
which are given by: 

the (rk_1l 
1th component 

of sk is equal to tk; 

of Uk is 1 if Xk is zero ( unsuccessfu 1 

attempt\ and zero otherwise; 

of Vf( is 1 if xk is 1 (successful 
attempt), and zero otherwise. 

Hence the vectors s, u, and v are computed 
recursively from 

sk = sk-1 + sk 

Uk = Uk-1 + Uk 

V k = V k-1 + V k 

The R+1 dimensional vector wk is defined 
to have r1th component equal to the total number 
of departures while in state r over the interval 
from 1 to k inclusive. At any stage k, the 
r'th component of w can be computed from the 
(r-1)1th component of v and the initial and 
final states by, 

\ 

O for r = 0 
w = 
r vr-l + dr0,rk,r) for r = 1,2, ... ,R 

( 25) 

where 

r if r0<r.::rk 

E(r0,rk,r) = +~ if rk<r.::ro 

otherwise (26) 

From the definition of the sequence of func­ 
tions Pk(a,d,y) , at any stage k the compon­ 
ents of sk, Uk, Vk, and Wk can be used to 
compute the function p using the fol lowing 
equation (from which the subscript k has been 
dropped for convenience), 

p(a,d,y) 
R 
TI 

r=O 

Ur 
(Y ) r 

Vr 
{ ( 1-Y ) r 
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(24) 

a r 

( u r (w ) 
r + V ) r 

d r 

(27) 

Therefore f(a,d,Ylr~,t~) is a function of the 
statistic given above, which demonstrates the 
sufficiency of that statistic for the unknown 
parameters. 

The practical implications of the results 
above are as fol lows. For any birth and death 
traffic process and any loss factor system, it is 
sufficient to monitor continuously, in real time, 
just two quantities for each group of circuits: 
the occupancy of the group, and the number of un­ 
successfu I ea 1 1 attempts that have been offered to 
the group ( success tu I ea 1 1 attempts are inferred 
from changes in occupancy). From these two meas­ 
urements, and knowledge of the real time as the 
monitoring proceeds, the sufficient statistic for 
the unknown parameters can be computed recursive­ 
ly. Storage is required for two R+l dimensional 
integer vectors, u and v , one R+1 dimen­ 
sional real vector, s , plus two integers for 
the initial and final state. 

At the completion of the measurement, or at 
any intermediate point, the conditional probabi 1- 
ity density function of the unknown parameters 
can be computed. Of course, any form of statis­ 
tical inference can then be carried out. The form 
of the natural conjugate prior distribution for 
a, d and y is determined from the form of the 
function p(a,d,y) . As discussed by Reynolds 
(Ref.4), the natural conjugate prior for a and 
d is the Gamma distribution with a and d in­ 
dependent. By inspection of the formula for f 
the natural conjugate prior tor y is seen to be 
an independent multivariate Beta distribution. 

3.4 Special Case 

By way of illustration, the special case of 
pure chance traffic with negative exponentially 
distributed service times offered to a geometric 
group is considered. For this case the components 
of the parameter vectors a, d, and y are given 
by 

a = ('/. 
r 

d = r :\ r 

y = s ( R-r) 
r 

( 28) 

( 29) 

(30) 

where a, A, and 13 are unknown parameters. 
Hence the function p is written as a function 
of these three scalar parameters, and is computed 
from the components of s, u, v, and w using 
the fol lowing equation which applies at any stage 
k : 
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P (a, S, \) 
R 
TI 

r=O 

To find the MAP estimator of S , the express­ 
ion in (32) is differentiated with respect to S 
and equated to zero, giving 

d ( I og ( p ( S ) ) 
dS 

• exp(-sr(a + r\))} ( 31) 
R-1 
L 

r=O 

v r ( R- r) S ( R- r-1 ) 

1 - S ( R- r) + ( 1 / 13) 
R-1 
L 

r=O 
u ( R-r) r 

The MAP (maximum a posteriori probabi I ity 
density) estimators of the unknown parameters are 
found by maximising the function p , or equiva­ 
lently its logarithm: 

( 37) 

Hence S' satisfies 

I og ( p ( a , S , \ ) ) 
R L {v log( 1-SR-r 

r=O r R-1 
L 

r=O 
V r ( R-r) 

S, <R-r) R-1 
Z u rn-r) 
r=O r 

( 38) 
- s·(R-r) 

that is, 

( 32) 

Differentiating with respect to a and \ 
and equating the derivatives to zero yields the 
results of Reynolds (Ref.4) which agree with the 
classical estimators, namely: 

R-1 v ( R-r) z r 
r=O 1 - S'(R-r) 

R-1 
z 

r=O 
( u + v ) ( R-r) r r (39) 

R 
L ( u + V ) 

a, = r=O 
r r 

R 
z s 

r=O r 

The calculation of a1, \1, and S' is 
i I lustrated by the fol lowing example. For a sys­ 
tem with two circuits, the number of circuits 
occupied at the start of the observation period 
is taken to be O, and the number occupied at 
the finish is taken to be 1 . That is 

Number of cal Is offered 
Total time 

( 33) R = 2 

ro = 0 

rk 

( 34) 
Table 1 

S , U , V , 

- that w i I I 

TABLE 

(40) 

below gives the observed values of 
and w - as a function of the state 

be used for this example. 

R 
z w 

"' = 
r=O r 
R 
L r s 

r=O r 

Data for Sample Calculations 

Number of departures 
Traffic volume 

( 35) r s u V w 
state total unsuccessful successful departures 

time attempts attempts 
(sees) 

0 1500 0 10 0 

3050 10 10 9 

(36) 2 1450 10 0 10 
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Using the data above in equations (33) and (35) 
gives, 

a' 1 per 150 sec 

A' 1 per 313 sec 

and, from equation (40), B' is given by 

20 _1_0~ = 40 ~-.-- + 1 - B' 

hence 

4 B'2 + B' - 1 0 

B' 0.39 

3.5 Numerical Analysis 

Rather than computing point estimators of 
a , d , and y it is a s imp I e matter, using a 
computer, to calculate numerical values for the 
conditional probabi I ity density function for par­ 
ticular values of the parameters. Of course, the 
re-sealing indicated by equation (23) must be 
approximated using numerical integration. In 
principle, the conditional probabi I ity density 
function can thus be computed to any desired 
accuracy, and any form of statistical inference 
can be performed using it (point or interval es­ 
timation, hypothesis testing, etc.). An example 
of this type of numerical analysis is given in 
(Ref.13), pages 84-87. 

4. CONCLUDING REMARKS 

The essential difference between the tech-. 
nique described above and classical statistica1 
techniques is that it a I I ows the cond it i ona I p rob­ 
ab i I ity density function of the unknown parameters 
to be computed. This feature, which is the crux of 
the Bayesian approach, makes use of observations 
both in computing estimators of the unknown para­ 
meters and in determining the accuracy of those 
estimators. 

The practical application of the method is 
dependent on the existence of the finite dimen­ 
sional, recursively computable sufficient statis­ 
tic given in section 3. In practice, al I the in­ 
formation in the observations which is relevant 
to estimating the unknown parameters can be re­ 
corded in a finite block of computer memory. For 
example, 4,000 words of on-I ine storage would be 
adequate for a study involving 1,000 circuits in 
100 groups. 
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(41) 

(42) 

(43) 

( 44) 

(45) 

The conditional probabi I ity density function 
of the unknown parameters, or just estimators of 
those parameters, can be computed at any stage 
of the measurement or simulation. For example, a 
traffic measurement could be performed using a 
microcomputer to collect and store data, with a 
large computer analysing the data subsequently. 
In a simulation study it may be more convenient 
to compute point estimators, or the entire condi­ 
tional probability density function, at intermed­ 
iate stages during the simulation run. 
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Delay Distributions In Digital Switching Networks 

S.M. JONG 
R. BERMANSEDER 
Telecom Australia Research Laboratories 

The introduction of digital switching will marginally increase trans­ 
mission delays in the telecommunications network. These increased delays are 
attributed to the use of time switching. This paper describes the various 
sources of delay which can be expected in a network evolving from analogue to 
digital working and provides a mathematical treatment for calculating overall 
delay distributions in digital switching networks. 

1. INTRODUCTION 

Transmission delay in this paper is considered 
as the time necessary for voice information to 
pass through transmission systems, transmission/ 
switching interfaces and dig i ta I exchanges. In 
mixed analogue/digital networks, echo occurs on 
any two-wire or combination of two-wire and four­ 
wire telephone circuits, and for voice working the 
degrading effect of this echo depends on the end­ 
to-end transmission delay. When the transmission 
delay exceeds a certain I imit, transmission per­ 
formance is more significantly impaired. An echo 
suppressor or canceller is then required to be 
connected in the network. 

The introduction of digital switching brings 
a new source of transmission delay to the net­ 
work. This delay is introduced mainly by the use 
of time switching stages, which store speech sam­ 
ples in order to reassign the time slot or trans­ 
mission chan ne I used by a ea I I . For most systems 
the delay due to time switching is a random var­ 
iable. For a particular connection in a network, 
statistical methods are needed to derive the over­ 
al I delay distribution. 

2. THE SOURCES OF TRANSMISSION DELAY IN A MIXED 
ANALOGUE/DIGITAL NETWORK 

In this section the contributions to trans­ 
mission delay of the various items of equipment 
expected in a mixed analogue/digital network are 
analysed, with particular reference to the Aus­ 
tralian national telecommunications network. 

2. 1 Transmission Equipment 

• Analogue Multiplexing. In analogue f"DM trans­ 
mission systems, the main source of group delay is 
the transmit and receive channel filters in the 
channel translating equipment (translating the 
audio frequency band into the basic group band and 
vice versa). 

• Digital Multiplexing. In a digital transmission 
system (PCM), de I ay is caused by the samp I i ng- 
cod i ng-decod i ng process and the group delay of low 
pass filters. 
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• Transmission Line. The propagation time of an 
electrical signal depends on the transmission med­ 
ium, e.g. loaded cable, open-wire carrier, radio 
system or optical fibre. The presence of (ana­ 
logue) repeaters or (digital) regenerators wi I I 
further increase propagation times. 

2.2 Exchange Terminal Equipment 

• Phase Alignment in a Plesiochronous Network. In 
a plesiochronous network the clocks that control 
exchange timing are independent of each other al­ 
though their frequency inaccuracy is kept within 
a specified I imit. Therefore slip may occur Closs 
or duplication of speech samples, where equipment 
handles information at different rates. (Ref. 1)). 
To reduce slip, it is necessary to arrange that 
the time slots coming from different PCM multi­ 
plexers wi 11 as far as possible be kept in con­ 
stant phase relationship with the exchange time 
slots. This is achieved by buffering and re­ 
clocking. The incoming PCM samples are stored cy­ 
clically into the buffer store (phase aligner) by 
the incoming clock and are read out by the ex­ 
change clock. 

The delay introduced in a phase aligner is the 
time difference between writing into the buffer 
store and reading out of the store. The maximum 
value of this delay is set by buffer store dimen­ 
sions, usually being about one primary PCM frame 
C 125 u s ) , 

• Phase Variation in a Synchronous Network. In a 
synchronous network the clocks are running ideally 
at identical rates or at the same mean rate with 

I imited relative phase displacement. Hence buffer­ 
ing to reduce the effect of clock frequency diff­ 
erences is not necessary. However, there can be 
phase variations on the incoming PCM bit stream 
due to jitter, wander and propagation delay vari­ 
ations (Ref. 1). To compensate these phase vari­ 
ations a sma! I "elastic" buffer (commonly up to 
40 bits for primary PCM working) is required at 
the exchange terminal. 

2.3 Switching Equipment 

A time switching stage is in principle a ran­ 
dom access memory where the incoming information 
from a PCM system (i.e. a speech sample) is stored 
before "switching" or reassignment to an appropri- 
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ate time slot for read-out. The time difference 
between this writing and reading is manifested as 
a delay which behaves as a random variable. It is 
important to notice that the distribution of this 
variable delay can be control led by the designer. 
If the read-out time slot is randomly selected, 
as in the L.M. Ericsson digital AXE switch, a rec­ 
tangular delay distribution results. That is, the 
delay has a minimum and a maximum value and an 
equal probabi I ity of being anywhere in between. 
Other systems, e.g. ITT System 1240, minimize de­ 
lay with a selection algorithm which chooses the 
next ava i I ab I e tree time s I ot for read-out. In 
any case, delays introduced in each successive 
time stage behave as independent random variables 
and statistical methods are needed to derive the 
overal I delay distribution for a particular con­ 
nection in a network. 

3. CALCULATION OF OVERALL DELAY DISTRIBUTIONS 

In a digital switching network, the overal I 
transmission delay is composed of fixed delays due 
to transmission equipment and random delays due to 
digital exchanges which use buffering and time 
switch stages. This section provides a mathemat­ 
ical derivation of the overal I random delay dis­ 
tribution where the delay is due to a known num­ 
ber of buffers and time switches. Emphasis has 
been placed on the characteristics of the L.M. 
Ericsson digital AXE exchange, since this system 
is coming into use in the Australian telecommuni­ 
cation network. 

A delay distribution tel Is us how often we can 
expect the delay to take a certain range of values. 
For example, the "95% point" is a value such that 
for 95% of connections the de I ay w i I I be no more 
than the stated value. In AXE each time switching 
stage with random path selection contributes a rec­ 
tangular delay distribution. The fol lowing discuss­ 
ion is concerned with overal I delays due to switch­ 
ing, and ignores delays due to transmission equip­ 
ment. These latter are invariant tor a given conn­ 
ection and are readily dealt with by the tradition­ 
al methods of the transmission planner. 

3. 1 Mathematical Derivation 

For a particular connection in a network, a 
number of time switching stages contribute a num­ 
ber of independent random delays. These delays 
combine to give an overal I delay which has acer­ 
tain distribution of values. The minimum, maximum 
and average of the overal I delay distribution can 
be found as simply the sum of the minimum, maxi­ 
mum or average of the contributing delays. How­ 
ever, tor other points the overa I I density is the 
convolution of the contributing densities. 

The convo I ut ion pr ob I em can be so I ved eas i I y 
using Laplace Transforms, since convolution be­ 
comes multi pi ication in Laplace space (Ret.3). 
The general solution (Appendix 1) takes the form: 

F(tl (N-1 l !rrT 
n n 

i 
[ 1T (-1 l n 
n 

(t-1 ( i T l)N-1] 
l n n ' n 
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t >, ' . T 
L 

In n ( 1) 
n 

where F(tl is the probabi I ity density of a de- 
lay of duration t 

N is the total number of contributing 
delays 

T is the maximum value of the nth con- n tributing delay 

n is the variable from 1 to N. 

If the contributing delays are identical such as 
in AXE, i . e. a I I T n eq ua I , this s imp I if i es eq ua­ 
t ion (1) and it becomes: 

F(t) 
N 

t!. I 
T i=O 

( -1 J i ( ! _ i l N- 1 
T (2) 

t 
- > T , i ! (N- i J ! 
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Fig.I Overall delay density of N identical 
rectangular contributing delays. 
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The general shape of this probabi I ity density 
function tor N=1 to 4 is shown in Fig.1. It shows 
severa I interesting features. The overa I I de I ay 
distribution is always symmetric about the average 
value. As the number N of contributing delays 
becomes large, the overal I distribution becomes 
more and more I ike a Normal Distribution (Ret.2). 
The average value (at the midpoint of the central 
hump) does increase in proportion to N, but the 
hump becomes narrower relative to the maximum 
value. An important consequence of this is that 
most percentile points tend to stay near the av­ 
erage rather than the maximum value of the over­ 
al I distribution. 

3.2 Computation 

At present CCITT Study Group XI specifies 
single exchange delay distributions in terms of 
95% points. In Te I ecom Austra I i a 1 s studies, a s i m­ 
i lar convention has been adopted tor description 
of end-to-end network transmission delay. Acom­ 
puter program has been written to generate tables 
tor 95% and 99% points vs the number N of con­ 
tributing delays, tor a specified maximum value 
of the contributing delays. 

The presence of a factor i a I in the denom in­ 
ator of equation (2) I imits the computabi I ity of 
the program tor large N(> 20) . Approximate val­ 
ues tor large N are found by finding the 95% 
point of a Normal distribution scaled to have the 
same mean and variance as the true distribution 
(Appendix 2). A measure of the accuracy of this 
approximation is found by calculating the ratio 
of the 95% point of F(t) to its maximum value 
tor a range of N , and comparing this with the 
ratio of the 95% point of the scaled Normal dis­ 
tribution to the same maximum value. It is shown, 
Fig.2, that the two ratios are very close in the 
range N < 20 , and can be assumed identical (to 
3 figure accuracy) tor N > 20. 

In interpreting the results shown in Fig.2, 
it should be remembered that the round-trip delay 
in a TST (Time-Space-Time) exchange architecture 
as used in AXE is the delay of 4 time stages plus 
2 exchange term i na I butters. It butter de I ays are 
ignored, N = 20 corresponds to 5 switching 
points. In AXE, the maximum butter delay is about 
the same as the maximum delay of a time stage. 
Therefore the butter delays are significant. A 
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first approximation of their effect can be made 
by assuming that each switching point has 6 time 
stages but no butters. In (Ret.5), more accurate 
calculations are made by convolving the buffer 
delays and time stage delays. 

4. PRACTICAL APPLICATIONS 

Detailed studies have been carried out in 
Telecom Australia Research Laboratories (Rets.4 
&5). The results can be briefly summarized as 
to I lows: 

• In a mixed analogue/digital metropolitan net­ 
work, loop delays with AXE digital switches (2 
time-stage) may have 95 percentile values of 
4-5 ms tor some connections. Use of a 4 time-stage 
digital switch would increase the corresponding 
delays to 5-6 ms. 

• In a national long distance connection, the 
digital switching plus associated PCM coding-de­ 
coding increases the round-trip delay. For ex­ 
ample, the 95 percentile round-trip delay of a 
typical mixed analogue/digital network is in­ 
creased by about 5 ms compared to a completely 
analogue network. Therefore the use of digital 
switching in long distance connections indicates 
that more echo suppressors wi 11 be required in a 
mixed analogue/digital network than in a complete­ 
ly analogue network. However, the actual use of 
echo suppression or cance I I at ion depends on many 
other factors, including economics, as wel I. 

• There appears to be no substantial argument 
against the adoption of digital switching tor the 
STD network, on delay grounds. 

5. CONCLUSIONS 

The delay due to the butters and the time 
switching stages at a digital switch behaves as a 
random variable. The distribution of the variable 
de I ay depends on the design approach. In any case, 
delays introduced in each successive time switch­ 
ing stage behave as independent random variables. 
For a particular connection, the overal I end-to­ 
end delay density is the convolution of the con­ 
tributing delay densities. 

In individual AXE time switching stages, ran­ 
dom path selection results in a rectangular delay 
distribution. It is shown that as the number of 
time switches becomes large, the overal I distri­ 
bution of delay due to switching tends to resem­ 
ble a Normal distribution with most percentile 
points appearing to converge towards the average 
rather than the maxi mum of overa I I de I ay di str i - 
bution. Similarly, the ratio of any percentile 
point to the maximum value tends to 0.5. 

This paper has described a method of calcu­ 
lating the distribution of the overal I trans­ 
mission delay due to the presence of digital 
switching in a circuit switched network. In prac­ 
t i ea I terms, the app I i cation of these methods 
(Rets.4&5) shows that digital switching introduces 
a real but only marginal increase in transmission 
de I ay as a network evo Ives t rom a I I ana I ogue to a 
mixture of analogue and digital switching. 
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APPENDIX 1 

CONVOLUTION OF PULSE FUNCTIONS 

Consider N independent pulse functions 

f ( t) 
n T ' t 

n 
~ T n 

Where n is the variable from 1 to N 

Tn is the width of the nth pulse 

To calculate their combined probabi I ity density, 
they are convolved 

The Laplace Transform is taken, since convolution 
becomes multiplication in Laplace space 

N 
L[FCt)] = n L[f Ct)] 

n= ·1 n 

Now 

L[ t n C t)] = I e-pt • t Ct)dt 
n 

0 

T 
n 

-pt 
[~e-] Tn 
-p 0 
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[ 1T(-l) in 
n 

(t 

I F(tldt 

l ( i T ) l N-1] 
n n , 

n 

t >, l 
n 

t >, ' . T l In n 
n 

If all pulse functions are identical, that is all 
Tnequal, 

I F(tldt 
N 

N l N ! . 
T N! i=O i !(N-i) ! (-1) 

1 

I ( -1 ) i ( t- i T) N 
i =O TN i ! ( N- i l ! , 

N 
l 

i=O 

(- .i t N 1) (- -i) 
T 

i ! (N-i) ! 

For the special case 

t >, iT 

t >, iT 

t 
- > T , 

i T n n 

N distributions of length T 

M distributions of length B, 

N M 
I F(tldt = ' l l X. Y. 

TNBM(N+M) ! i=O j=O I J 

• [t-(iT + jB)N+M] ' 
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i N! 
where Xi = (-1) T!c"N=il ! 

j M! 
yj = (-1) j ! (M-j) ! 

APPENDIX 2 

DERIVATION OF A FORMULA FOR NORMAL DISTRIBUTION 
PERCENT POINTS 

Assume the delay distributions are al I identical, 
independent and uniform (rectangular). 

Central Limit Theorem: The distribution of N 
independent random variables approaches a Normal 
distribution as N becomes large. 

( 1) 

The variance of a rectangular distribution is 

Var 
2 

(max - min) 
12 

( 2) 

If X and Y are independent random variables, 
then 

Var(X+Yl Var (X) + Var (Y) (3) 

In the case of the delay distribution of a single 
time stage, 

max = T 

min" 0 

Then (2) becomes: 

Var 
T2 
12 

Al so, 
T 

Mean= 2 

For N identical distributions, (3) gives: 

T2 
Var = N-12 

Also, 
T 

t >, iT + jB Mean= N•2 
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C . I . t . b t . h . NT ons1der a Norma dis r1 u 10n av1ng mean= 2, 
. NT2 . N I ( NT NT2) d f. d th variance = 12 1 .e. orma 2, 12 an In e 

(say) 95% point of this distribution. 

From tables, the 95% point 
1 .645 standard deviations. 

of Norma l (0, 1) is at 
Hence by sealing Normal 

fNTz 
by/~ and then add- 

NT NT2 . (2, T:z"") and find the 

( 0, 1), i . e. by mu It i p I y i ng 

. NT t I 1 ng 2, we genera e Norma 

required 95% point. 

95% point 1.645 ~ + ~T (4) 

Now, the maximum value of the actual delay dis­ 
tribution is simply NT . The ratio of the 95% of 
the scaled Normal distribution to the actual max­ 
imum value becomes: 

Ratio 

M2 NT 
1.645 .;~ + 2 

NT 

0.500 + 0.475//N ( 5) 

NOTE: As N + infinity, Ratio+ 0.5 
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The ratio of the 95% of the actual distribution 
to its maximum value is found empirically to be 
very close to (5) in the range N < 20, and can 
be assumed identical (to 3 figure accuracy) for 
N > 20 . 

When two types of delays are involved such as 
buffer delays and time stage delays in an AXE 
digital switch, the Normal distributions are con­ 
volved together simply by summing the individual 
means and variances. 

Let N = number of delays of type 

T = length of delays of type 

M = number of delays of type 2 

B = length of delays of type 2 

Then 

Mean NT+ MB 
2 

Variance NT2 + MB2 
12 

95% point (2 variables) 

= 1 .645 ~NT2.: MB2 +NT: MB 

Ratio (2 variables) 

0.500 + 0.475 INT
2 

+ ~~2 
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The Multiplexing Factor In Digital Transmission 
Systems 

R.A. COURT 
R.B. COXHILL 
P.G. POTTER 
Telecom Australia Research Laboratories 

The error performance of digital networks is currently under study by 
telecommunications administrations and organisations. The factor which com­ 
plicates error performance specifications is the occurrence of errors in 
bursts. This paper discusses the effect of error bursts on the relation be­ 
tween Error-Second performance at multiplexed rates (e.g. 2048 kbit/s) and at 
tributary rates (e.g. 64 kbit/s). This relationship is known as the Multi­ 
plexing Factor (MF). Experimental results are presented and analysed for 
digital line systems and DAV radio systems. For digital line systems a MF=lO 
gives an adequate margin while for DAV systems MF is much closer to 1. 

1. INTRODUCTION 

The question of how to set objectives for the 
performance of digital networks is becoming in­ 
creasingly important to telecommunications admini­ 
strations and organisations (Ref.1). In particular 
the error performance of digital networks is 
currently under study (Refs.2&3). The factor which 
comp I icates the specification of error performance 
is that errors occur, not only as single events, 
but also as bursts of varying lengths containing a 
mixture of bits in error and correctly transmitted 
bits. It is difficult to precisely define an error 
burst, however the number of correctly transmitted 
bits between errors may be used to identify sep­ 
arate bursts on a particular system, i.e. if this 
number is greater than some predetermined value 
then the errors are not in the same burst. How 
such a value should be determined is a matter tor 
study. 

There are two major comp I ications caused by 
error bursts. In the t i rst p I ace the performance 
provided at customer rates (e.g. 64 kbit/s and 
lower) cannot be determined directly from measure­ 
ments at multiplexed rates (e.g. 2048 kbit/s a~d 
above). This problem is the subject of this paper 
and w i I I be discussed in more deta i I I ater. The 
second comp I ication arises when one network is 
carrying a number of services (Ref.2) or when 
several networks are sharing the same transmission 
faci I ities. The services being carried may each 
require a different measure of error performance 
(e.g. bit error rate, error-tree-seconds) in their 
specifications. It would be advantageous to be 
able to relate these different measures and emerge 
with a single specification to guide the design of 
transmission systems. However this is not possible, 
in general, without a detailed knowledge of error 
burst structures on the systems in question. This 
problem is beyond the scope of this paper. 

In what fol lows the first of these two comp Ii­ 
cations wi 11 be out Ii ned. A data test set (Ref .4) 
developed by Telecom Australia to assist in per- 
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formance studies for the Australian Digital Data 
Network (Ref.5) has been adapted to make measure­ 
ments related to the problem. Results from meas­ 
urements on digital I ine transmission systems and 
Data-Above-Voice (DAV) radio transmission systems 
are presented and analysed. 

2. THE MULTIPLEXING FACTOR 

One method of expressing the error performance 
of digital transmission systems is in terms of 
error-free-seconds (EFS) or conversely error­ 
seconds \ES). An EFS is a second which contains no 
errors, i.e. the bit error rate (BER) equals 0, 
when measured over that second. Because of the 
burst nature of errors the EFS performance of de­ 
multiplexed tributary bit streams cannot be de­ 
termined directly from the EFS performance of the 
higher order stream. The relation between the EFS 
(or ES) performances at the two bit rates is known 
as the multiplexing factor (MF), where, defining 
%ES as the ratio of ES to avai I able seconds 
( x100), 

MF %ES (high order stream) 
%ES (tributary stream) 

Most error specifications are written in terms 
of customer bit rates and in particular 64 kbit/s 
is chosen. This may be regarded as a fast customer 
rate and the performance at lower speeds wi I I, at 
worst, be the same as the 64 kbit/s performance. 
If the performance of the main transmission bearer, 
operating at the higher order bit rate, is to be 
specified then MF must be known. 

To i I I ustrate the effect of the MF, consider 
firstly the case of single errors separated by 
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Fig. I Arrangement of test sets to measure 
multiplexing factor. 
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more than one second, and the relation between EFS 
(or ES) performance at 2048 kbit/s and 64 kbit/s. 
The 2048 kbit/s stream is made up of frames con­ 
taining 32 time slots (i.e. 30 channels+ framing 
+ s i gna I I i ng), each of wh i eh contains 8 bits be- 

1 ong i ng to one of the 64 kbit/s tributaries. In 
this instance there w i I I be, on average, one ES 
in each of the tributaries for every 32 ES in the 
main stream and the MF= 32. However if the errors 
are not single random events but occur as bursts 
longer than 248 bits, and with at least one error 
every 8 bits, then every time slot and hence every 
tributary will have errors due to the burst. This 
means that every ES in the 2048 kb it/ s stream w i I I 
result in an ES in each of the 64 kbit/s streams 
and MF= 1. 

Rather than having error bursts of one type as 
in the two extreme cases quoted above, each trans­ 
mission system wi 11 have a distribution of error 
bursts in terms of length, composition and fre­ 
quency of occurrence. As a result MF cannot be de­ 
termined analytically without detailed information 
on the error bursts tor the system in question. An 
experimental programme has been undertaken to 
measure the 2048/64 MF directly to ascertain the 
potential use of the relationship. 

3. TEST EQUIPMENT 

As mentioned in the introduction, a data test 
set developed by Telecom Australia has been adap­ 
ted to make measurements of MF. The set is de­ 
signed to make long term measurements of the per- 

~ 
0 cc - = 1 0 = 0 

0 9 "' 2 08 
c;3 0 7 
:3 . 0·6 « 
~ O 5 
0 

04 "=- 
~ 0 l 

0 2 
O I 

--2048 kb1Us 
- ---· 64 kbit/s 
NUMBER MULTIPLEXING FACTOR 

NO ES RECORDED IN 64 kb,t/s 
TIME SLOT BEING MONITORED 

I 2 3 4 5 6 7 8 9 10 II 12 13 14 15 16 17 18 19 20 21 22 13 24 

TIME OF DAY !HOURS! 

Fig.2 Error performance of digital line sys­ 
tem averaged over five consecutive 
weekdays. 

TABLE 

formance of digital transmission systems. The 
measurements are based on error-seconds whereby 
an independent clock generates consecutive one 
second intervals during each of which the digital 
signal is monitored for bit errors. Detection of 
any bit error during a second causes that inter­ 
val to be counted as an error-second. Conversely, 
if no bit error is detected, it causes an error­ 
free-second to be counted. This information is 
collated and stored on a digital cassette recorder 
for later analysis on a central computer. 

Two identical test sets are used to al low sim­ 
ultaneous measurements at 2048 kbit/s and 64 
kbit/s. One set (the "master") performs measure­ 
ments at 2048 kbit/s while the other (the "slave") 
measures at 64 kbit/s via a "pseudo demultiplexer". 
A block diagram i I lustrating the arrangement is 
shown in Fig.1. The master set supplies the inde­ 
pendent timing and data clock tor both its own use 
and that of the slave set. The slave receives bit 
errors via a gate which is only active for a 
period equivalent to one 64 kbit/s tributary i.e. 
1/32 of the period of the master set. 

4. DIGITAL LINE SYSTEMS 

Using the equipment described above the ES 
performance of 2048 kbit/s PCM junction cable sys­ 
tems has been monitored. Figure 2 shows a typical 
histogram of ES performance averaged over a period 
of 5 consecutive weekdays. Also included in the 
figure are the hourly variations in MF during the 
period. The overa I I MF for the entire 5 days was 
10.4. The systems are operating in a predominately 
analogue environment and as it can be seen from 
the figure the ES performance varies 0ith traffic, 
clearly indicating the effects of im~ulse noise 
(coupled through crosstalk paths from switching or 
signal I ing events on adjacent pairs). Similar fig­ 
ures for other periods and other bearers have sim­ 
ilar shapes varying only in scale as the long term 
ES performance changes. 

Table 1 shows variations in the overal I MF on 
another bearer obtained by altering the traffic 
adjacent to the PCM bearer and thereby altering 
the long term ES performance. Also monitored at 
the same time was the distribution of bit errors 
per ES in the decoded 2048 kbit/s stream and these 
results are shown in Table 1. This data was stored 
in binary groups (i.e. 1-2, 3-4, 5-8 etc.) as 
shown in the table. Note that in period B the 
over a I I MF was 44. 8 wh i eh is higher than the ea 1- 
cu I ated maximum of 32. Such values are explained 
by the statistical distribution of errors over the 

Result of Altering Long Term %ES Performance 

Period Long Term Overa I I Distribution of Bit Errors per ES (%) 
% ES MF 1-2 3-4 5-8 9-16 

A 0. 13 28.5 88 11 1 

B 0.09 44.8 90 9 1 

C 0.53 22.7 60 27 12 1 
D 0.54 16. 7 58 26 14 2 
E 0.49 16.6 57 25 16 2 

I 

F 0.52 15. 6 54 28 15 3 
G 0. 19 29. 1 71 25 4 

! H 0. 17 22.5 87 13 

60 A. T.R. Vol. 15, No. 2, 1981 



time slots, i.e. over a particular period the time 
slot being monitored may receive less than the 
number of errors in the 2048 kbit/s stream aver­ 
aged over the 32 time slots. 

Table 2 shows the hourly variation in MF both 
in the same period and between periods. The four 
periods used were C, D, E and F because of their 
s i mi I a r %ES performance. The overa I I MF for the 
four periods was 17.4. Only the hours between 0900 
and 1700 are included in Table 2 because few 
errors were recorded in the 64 kbit/s stream out­ 
side these hours. 

TABLE 2 Busy Hour Variations in MF 

I~ 9- 10- 11- 12- 13- 14- 15- 16- 
10 11 12 13 14 15 16 17 

PERIO 

C 18.5 16.2 53.3 24.0 22.5 15.7 23.3 15.0 

D 14.4 10.0 16.2 20.0 25.0 13.7 12.0 20.0 

E 16.6 12. 7 28.0, 46.6 13.3 11.3 20.0 11 .3 

F 26.6 10.0 8.6 22.5 80.0 17. 1 20.0 16.6 

To consider the results, it is obvious that 
MF has considerable short term variation and 
rather less long term variation. A significant 
trend is for MF to decrease as traffic increases 
(i.e. as long term %ES increases). The results 
that have been obtained on this system together 
with other s i mi I ar tests indicate that no one MF 
can be used to characterize digital I ine systems 
of this type. Rather a lower I imit may be put on 
MF, associated with the error performance of an 
in-service bearer. A MF of 10 would seem to give 
an adequate margin, i.e. the %ES performance of 
a 64 kbit/s stream is at least 10 times better 
than the %ES performance of the 2048 kbit/s. 

An insight into the burst structure of the 
errors can be made by examining the distribution 
of bit errors per ES in Table 1. There are two 
major groups, i.e. those with %ES ~0.1 and those 
with %ES ~o.5. In those cases with %ES of the 
order of 0. 1 the occurrence of more than one bit 
error in a second can be explained by the error 
multi pi ication due to the decoding of the HDB3 

I ine code (Ref.6). This process causes one I ine 
error to become as fol lows: 

0 bit error with a probabi I ity of 0.023, 

bit error with a probabi I ity of 0.628, 

2 bit errors with a probabi I ity of 0.215, 

3 bit errors with a probabi I ity of 0.134. 

Using these figures if al I error seconds were 
caused by single I ine errors then the distribution 
of bit errors per ES would be, 

1 or 2 errors, 
62.8 21.5 

100-2.3 + 100-2.3 86.3% 

3 
13.4 

100-2.3 13.7% errors, 

which agrees with the measured results shown for 
periods A, Band H in Table 1. 
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However for those cases with %ES of the order 
of 0.5 the relative proportions of bit errors-per 
ES has changed and it appears that in some seconds 
more than one I ine error is occurring. Calcula­ 
tions indicate that only 60% of ES are due to 
single I ine errors. A random arrival process with 
such low ES probabi I ity ( .005) would not result 
in enough multiple I ine errors to account for the 
change wh i eh is observed. It must therefore be 
concluded that the I ine errors are somehow grouped 
in time. It is possible to estimate the fractions 
( P1, P2 and P3) of "one Ii ne error", "two I i ne 
error" and "three Ii ne error" ES from the decoder 
error multiplication factors I isted previously and 
the distribution of bit errors per ES shown in 
Table 1. If it is assumed that the multiple I ine 
errors in a second do not occur in the same time 
slot, then the average number of time slots which 
are affected per ES(2048) is N, where 

Therefore, considering only I ine errors, on 
average there wi 11 be N ES(64) for every 
32 ES(2048). In addition one I ine error may cause 
bit errors in two time slots due to error multi­ 
pi ication when decoding, for example one I ine 
error may cause two bit errors separated by three 
bits (see (Ref.6)). The bit errors in this case 
wi 11 occur in two different eight bit time slots 
fifty percent of the time. If al I such possibi Ii­ 
ties are included there wi 11 be a 12 percent in­ 
crease in the number of decoded time slots with 
bit errors when compared to the number of time 
slots with I ine errors. Thus, 

MF 32 
1 .12N 

This yields a value of ~18 which compares with 
the overal I MF for periods C, D, E and F (i.e. 
those periods with %ES ~o.5) of 17.4. Thus we now 
appear to have mu I tip I e Ii ne errors in a second 
which are grouped but separated by at least one 
time slot. 

The reasons tor this behaviour are not al­ 
together clear ailthough the fol lowing explanation 
may be considered. The events which produce I ine 
errors are most I ikely to be dial pulses on pairs 
adjacent to the PCM bearer. These occur in groups 
of from 1 to 10 in less than 1 second. The in­ 
creased number of "mu It i p I e I i ne error" ES in the 
higher %ES cases may be due to, 

( i) Overlap of dial pulses on adjacent disturb­ 
ing pairs 

or 

(ii) Increase in traffic on a disturbing pair 
for which there is a higher probabi I ity of a dial 
pulse causing an error than previously, where the 
errors had been caused by dial pulses on other 
disturbing pair(s). Thus the error rate and the 
proportion of "mu I tip I e-1 i ne-error" seconds have 
increased. 
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5. DATA-ABOVE-VOICE (DAVl SYSTEMS 

Tests have been conducted on a DAV radio sys­ 
tem operating in the 6 GHz band. The system com­ 
prises tour sections, one of which has space di­ 
versity switching. As expected the MF behaviour 
is quite different from that found on I ine sys­ 
tems. Table 3 gives the overal I MF and long term 
%ES measured over four weekly periods. 

Figure 3 shows the 2048 kbit/s error perform­ 
ance averaged over each of the four periods. Also 
included in this figure is the hourly variation 
in MF. Table 4 gives the distribution of bit 
errors per ES for the four periods. 
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Fig.3 Error performance of DAV bearer averaged 
over four weekly periods. 

TABLE 3 - Variation in MF for OAV 
System 

Test Overa I I Long Term 
Period MF %ES 

A 6.6 .011 

B 6.4 .014 

C 3.3 .027 

D 11.0 .016 

The variation in MF shown in Table 3 is once 
again quite large. These variations can be ex­ 
plained by the distribution of bit errors per ES 
shown in Table 4. There are two significant error 
mechanisms in operation one which produces short 
bursts and one which produces long bursts. Poss­ 
ible explanations are diversity switching and 
radio propagation fading respectively. The effect 
of these two mechanisms can be i I I ustrated by the 
to I I ow i ng two examp I es. 

( i) For a period where 90% of the ES contain 
short bursts which cause errors in only one time 
slot per frame and 10% of the ES contain long 
bursts which cause errors in al I time slots per 
frame, then 

MF 
100 X 32 

90 X 1 + 10 X 32 

7.8 (e.g. periods A, B & D) 

( i il As in ( il with 90% and 10% replaced by 80% 
and 20% respectively 

MF 100 X 32 
80 X 1 + 20 X 32 

4.4 (e.g. period Cl 

The fading in period C can be seen in Figure 3 as 
MF, between 1500 and 2100 hours, is almost 1. 

TABLE 4 % Number of Bit Errors per ES for DAV System 
p 

Distribution of Bit Errors per ES (%) e 

~ 1- 3- 5- 9- 17- 33- 65- 129- 257- 513- 1025- 2049- 4097- 8193- 
I >16385 
0 2 4 8 16 32 64 128 256 512 1024 2048 4096 8192 16384 d 

A 83 3 3 2 3 6 

B 79 5 4 2 3 1 1 1 1 2 1 

C 59 6 4 2 2 2 1 2 2 1 2 1 3 13 

D 83 10 2 1 1 1 2 
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The results given above show that it only a 
smal I fraction (1/5) of the ES are due to fading, 
and consequently include error bursts which are 
longer than one frame, then MF wi 11 be close to 1. 
This, in turn, means that unless the radio bearer 
is adequately protected then the ES performance at 
64 kbit/s may only be slightly better than that at 
2048 kbit/s. 

6. CONCLUSIONS 

This paper has discussed the error performance 
of digital transmission systems with particular 
reference to the relation between the ES perform­ 
ance at 2048 kbit/s and that at 64 kbit/s, i.e. 
the Multiplexing Factor (MF). On a digital I ine 
system, measurements indicate that for the error 
performance associated with in-service bearers, 
a MF of 10 gives an adequate margin. Results from 
a DAV system indicate a MF much closer to 1 is 
needed to ensure a margin against fading. 
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Synthesised Phase Locked Local Oscillator 
Design For Mobile Field Strength Receiver 

P.R. HICKS 
Telecom Australia Research Laboratories 

This paper describes the theory and design of a phase locked synthesiser 
that has been developed to be used as the local oscillator for a Mobile Field 
Strength Receiver. The method of frequency synthesis is that of prescaling 
using a two modulus prescaler. 

The loop uses a novel voltage controlled oscillator consisting of a wide­ 
band amplifier with a resonant cavity and delay line in the feedback path. A 
resonant cavity exists for each frequency band. The design of the control logic 
is such that frequency bands between 100 MHz and 1 GHz may be covered by pro­ 
vision of suitable cavity resonators and appropriate delay lines. 

In addition to describing the components of the synthesiser the paper 
discusses the design and choice of various types of loop filter. 

1. INTRODUCTION 

Electronic phase locked loops (PLL) came into 
vogue in the 1930s when they were used tor radar 
synchronisation and communication applications. 
This technique tor electronic frequency control 
is widely used today and is most suitable tor 
frequency synthesis, synchronisation of digital 
signals and clock recovery from encoded digital 
data streams. 

The basic PLL technique compares the frequen­ 
cy and phase of the incoming data (or reference 
signal) to the output of a voltage controlled os­ 
cillator (VCO). It the two signals differ in fre­ 
quency and/or phase an error voltage is generated 
and app I i ed to the VCO causing it to correct in 
the direction required tor decreasing the differ­ 
ence. The correction procedure continues unti I 
lock is achieved after wh i eh the VCO w i I I con­ 
tinue to track the incoming signal. The basic 
analogue phase locked loop is shown in Fig.1. 

REF OR 
INPUT SIGNAL 

LOOP 
FILTER 

OUTPUT 
I 3llo SIGNAL 

Fig.1 Basic phase locked loop. 

One of the major applications of the PLL is 
frequency synthesis in the many systems which re­ 
quire discrete frequencies or fixed channel spac­ 
ing - such as a receiver suitable tor the mobile 
radio bands with a fixed channel spacing of 25 
kHz. This paper describes the design of a synthe­ 
siser used as a local osci I lator in a receiver 
used to measure field strength for mobile radio 
services. Reference (1) describes techniques of 
measuring field strength. 
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2. SYNTHESIS USING DIGITAL PHASE LOCKED LOOP 

With the development of digital hardware the 
use of digital phase locked loops tor frequency 
synthesls have attracted much attention and have 
been extensively discussed in print (Ref.2). 

REF 
Frei 

LOW PASS 
FILTER 

VARIABLE 
"ATIO DIVIDER 

""N 

Digital phase locked loop synthesis - 
basic configuration. 

The basic form of the digital PLL is shown 
in Fig.2. The loop consists of a VCO, a variable 
ratio frequency divider, phase comparator and a 
low pass filter. The VCO output is divided and 
compared with a stable reference frequency. Error 
voltages derived from the phase comparator main­ 
tain the VCO on frequency. For locking to occur 

Fig.2 

t = Nf out ref 
( 1) 

Equation (1) indicates that the smallest frequen­ 
cy increment generated by the loop is equal to 
the reference frequency fret · 

The system shown in Fig.2 is considered to be 
the direct approach.While this is the simplest 
form that the loop can assume it does have some 
associated design problems. Assuming that we can 
produce a VCO capable of operating at the re­ 
quired output frequency ( in the range 100-1000 
MHz), we are faced with the problem of designing 
a complex programmable counter which is required 
to operate at the VCO output frequency. Since 
high frequency (>25 MHz) programmable counters 
are difficult and expensive to realise, special 
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techniques to programme the output frequency are 
required. 

REFERENCE 
FREQUENCY 

F,ef FILTER 

PROGRAMMABLE IE:. I 
DIVIDER+ N 

Fig.3 - Frequency synthesis by prescaling. 

One approach is to prescale (+P) the output 
of the VCO before applying it to the programmable 
counter. The block diagram for such a synthesiser 
is shown in Fig.3. The input frequency into the 
programmable divider is low and I ikewise the loop 
response is slow. When the loop is locked the out­ 
put frequency is given by 

N.P.f ref 

The disadvantage of using a fixed modulus 
(+P) prescaler in high frequency phase locked 
loops is that it also requires the reference fre­ 
quency to be divided by P if the relationship 
given by equation (1) is to hold. To overcome 
this disadvantage a technique known as synthesis 
by variable modulus prescal ing may be used. 

3. SYNTHESIS BY VARIABLE MODULUS PRESCALING 

The technique of variable modulus prescal ing 
al lows a simple two modulus prescaler to be con­ 
trol led by a relatively slow programmable counter. 
The two modulus prescaler can be implemented us­ 
ing high speed emitter coupled logic (ECL) while 
the relatively slow programmable counter can be 
implemented using TTL. 

The use of the variable modulus prescal ing 
technique permits direct high frequency prescal ing 
without any sacrifice in resolution since it is no 
longer necessary to divide the reference frequency 
by the modulus of the high frequency prescaler. 

The theory of variable modulus prescal ing may 
be explained by considering the system shown in 
Fig.3 (Ref.3). The governing equation for the 
loop shown is 

N.P.f ref 

where P is fixed and N is variable (N and P 
both integers). For a change of 1 in N the 
output frequency changes by P. f ref , i . e. the 
channel spacing is P.fref 

From equation (2) it is easily seen that only 
every P channel may be programmed simply since 
N is always integer. To obtain intermediate 
channels P must be multi pi ied by an integer plus 
a fraction. The problem of how to programme inter­ 
mediate channels is found by considering equation 
(2). 
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If we define 

N N + A/P p 
(3) 

where Np, A and P are integers; substitute 
into equation (2). 

(N + A/P).P.f f p re 
(4) 

i.e. 

( 5) 

Adding ± A.P to the coefficient of 
equation (5) and factoring gives: 

in 

i.e. 

{(N-A).P+A(P+1)}f f 
p re 

(6) 

From equation (6) it is apparent that the 
fractional part of N can be synthesised by us­ 
ing a two modulus counter (P and P+1) and divi­ 
ding by the upper modulus A times and by the 
lower modulus (Np-Al times. Equation (6) also 
suggests the circuit configuration shown in Fig. 
4. 

fout=N Frei 
FILTER vco 

2 MODULUS 
PRESCALER 
p & IP+ lJ 

PROGRAMMABLE 
COUNTERS+ Np 

N - Np• P · A 

PROGRAMMABLE 
COUNTERS-A 

Fig.4 Frequency synthesis by two modulus pre­ 
scaling. 

In operation the prescaler divides by (P+1), 
A times. For every P+1 pulses into the pre­ 
scaler both the A counter and the Np counter 
are decremented by 1 . The prescaler divides by 
P+1 unti I the A counter reaches the zero state; 
(after (P+l).A pulses). At the end of (P+1) .A 
pulses the state of the Np counter equals 
(Np-Al. The modulus of the prescaler then changes 
to P and the presc0ler divides by P unti I the 
remaining count ( Np-A) in the Np counter is 
decremented to zero. When the zero state is 
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reached both the A and the Np counters are 
reset, the prescaler modulus resets to P+1 and 
the cycle repeats. 

The theory of "variable modulus prescaling" 
presented so far examined the case where the mag­ 
nitude of the upper and lower modulus of the pre­ 
scaler differed by 1. In some applications the 
ready ava i I ab i Ii ty of two modu I i presca I ers cap­ 
ab I e of operating at certain frequencies, makes 
it desirable to use moduli other than P/P+1 . 

From equation (5) we have f t = (N .P + Alf f" ou p re 

Consider an additional prescaler (+M) placed in 
the loop 

thus 

(NP+A).M.t f p re 

i.e. 

where P' M.P 

By algebraic manipulation as previous 

{<Np-Al.P' + A.(P' + M)}.tref 

Equation (9) is the general case of equation (6); 
the moduli of the two modulus prescaler are P' 
and P'+M . The operation of the P'/P'+M pre­ 
scaler is similar to that described above tor the 
P/P+1 prescaler. 

4. DESIGN OF A TWO-MODULUS PRESCALER 

For receivers operating in the mobile radio 
bands the required channel spacing is 25 kHz ; 
thus fret= 25 kHz . The required output fre­ 
quency is in the range 100-1000 MHz . The choice 
of the value of the prescaler modulus P is de­ 
termined to some extent by the avai I able hardware. 
However it we choose P = 40 (P.fret = 106 Hz) the 
programming of the synthesiser is somewhat sim- 
p I it i ed. ' 

From equation (5) we have 

With P = 40 and fret= 25 x 103 Hz; Np is 
then the integer part of the output frequency in 
MHz and A.fret is the fractional part of the 
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( 10) 

( 7) 

(8) 

( 9) 

output frequency in MHz. For example if fout = 
501 .425 MHz : Np= 501 and A= 17 . Since these 
design conditions have been obtained from equa­ 
tion (5) the moduli of the prescaler are 40/41. 

From equation (8) or (9) if P' = 80 M = 2 
and fret= 12.5 kHz Np and A have the same 
meanings as before. Thus it is seen to be most 
convenient if we choose the prescaler moduli to 
be 40/41 or 80/82 with the reference frequency 
being 25 or 12.5 kHz respectively. 

At the time of design there were two UHF pro­ 
grammable dividers that could be used to imple­ 
ment the required two modulus prescaler. The 
first divider was a 500 MHz+ 10/11 UHF divider 
from which a 40/41 prescaler could be realised. 
The second was a 1 GHz+ 20/22 divider from 
which an 80/82 prescaler could be realised. 

A block diagram of the UHF 40/41 prescaler is 
shown in Fig.5. The divide by 40 sequence is 
(+10 +10 +10 +10) while the divide by 41 sequence 
is (+10 +10 +10 +11). The 80/82 prescaler could 
be readily obtained by just interchanging the 
+10/11 divider for a +20/22 divider. 

F,n 
40i4l 

Fig.5 UHF 40/41 prescaler - block diagram. 

5. 25/12.5 kHz REFERENCE FREQUENCY 

The 25/12.5 kHz reference frequency is de­ 
rived from a 5 MHz oven contra I I ed crysta I osc i I 1- 
ator. This 5 MHz osci I lator is a commercially 
avai I able unit and provision exists for fine fre­ 
quency adjustment. The ageing rate of this osc i I 1- 
ator is typically 5 parts in 109/day and the level 
of the RF output is 1 .5 V peak-to-peak into a 
50 ohm load. 

The 25/12.5 kHz reference is obtained by div­ 
iding the 5 MHz signal by 200 or 400 respectively. 
A simplified block diagram of the dividing circuit 
is shown in Fig.6. The 5 MHz signal is initially 
divided by either 2 or 4 and then further divided 
by 100 using a two decade counter. Both TTL and 
ECL outputs are available. 

1,;-i 
5~ 

ECL 0/P 

TTL 0/P 

Fig.6 Frequency reference diving circuit. 

6. PROGRAMMABLE DIVIDER 

A block diagram of the programmable divider 
is shown in Fig.7. This divider is the implemen­ 
tation of the +Np and +A programmable counters 
of Fig.4. The Np and A counters in conjunction 
with the counter control logic block provide the 
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control I ing (enabling) signal for the two modulus 
prescaler. The operational sequence of the coun­ 
ters and the prescaler is as described in section 
3. The Np and A counters each consist of a 
cascade of programmable decade counters. 

When the loop is locked the divider output 
signal fvar equals the reference frequency 
fret · 

7. PHASE CONTROLLER 

The purpose of the phase detector is to de­ 
termine the lead or lag phase relationships and 
the time difference between the leading edges of 
the reference and feedback signal. 

TO UHF 
PRESCALER 

: ENABLE 

Phase Locked Local Oscillators 

The phase detector used is a commerc i a I I y 
avai table unit (MC 12040); which is a four term­ 
inal sequential logic circuit. The input termin­ 
als are designated R and V and the output 
terminals are designated U and D. The gain of 
the phase detector is .16 Volts/radian. 

Operation of the device may be i I I ustrated by 
assuming two input waveforms R and V of the 
same frequency but differing in phase as shown in 
Fig.8. If the logic had established by past his­ 
tory that R was leading V the U output of 
the detector would produce a positive pulse whose 
width is equal to the phase difference and the D 
output would simply remain low. 

Alternatively it is possible that V was 
leading R in which case a positive pulse wi I I 

COUNTER CONTROL 
LOGIC 

---------,a, Fvar 

PROGRAMMABLE 
DECADE COUNTER 

PDC PDC PDC PDC 

BCD A BCD )... BCD A BCO 
·INPUT INPUT INPUT INPUT 

rs 10·s rs 10 s 

A" COUNTER Np COUNTER 

Fig. 7 Programmable divider. 

BCD 
INPUT 

100 s 

PHASE DETECTOR - TIMING DIAGRAM 

Ja) R 

lb) V 

{Cl UI 

1d1 DI 

LJ LJ" LJ LJ LJ 

1h1 DI 

111 R 

IJI V 

lkl UI 

iii DI 

Fig.8 Phase controller - timing diagram. 
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occur on the D output and the U output would 
remain low. 

Phase error information is contained in the 
output duty cycle - that is, the ratio of the out­ 
put pulse width to total period. By integrating or 
low pass filtering the outputs of the detector and 
shifting the level to accommodate EGL swings 
usable analogue information for the voltage con­ 
trol led osci I lator can be developed. 

Level shifting is accomplished by differen­ 
tially driving an operational amp I ifier from the 
normally high outputs of the phase detector i.e. 
0 and D, as shown in Fig.9. Phase error summ­ 
ing is accomplished through resistors connected 
to the outputs of the operational amplifier. Some 
R-C filtering is imbedded in the input network 
since the very narrow correctional pulses of the 
phase detector would not normally be integrated 
by the amp! ifier. 

In order that the VCO varactor diode is al­ 
ways reversed biased the output of the summing 
amp I ifier is offset such that the VCO control vol­ 
tage always remains positive. 

8. LOOP FI L TER 

The purpose of the loop filter is to integrate 
the output pulses of the digital phase detector. 
The f i I ter output is then app I i ed to the Vo I tage 
Control led Osei I lator. As wi 11 be shown in Appen­ 
dix 1 fundamental loop characteristics such as the 
loop bandwidth, capture time and transient re­ 
sponse are control led primarily by the loop fi 1- 
ter. The design of the loop filter is discussed 
in detai I in Appendix 1. 

The filter has the effect of attenuating the 
high frequency error components of the phase com­ 
parator output, thus enhancing the interference 
rejection characteristics. 

~ 
DET 

T 

T 

In addition to the primary low pass loop fi 1- 
ter it may be necessary to provide filtering to 
suppress reference frequency components which 
feed through the loop filter. The suppression of 
spurious outputs is discussed in Appendix 2. In 
order to suppress reference frequency components 
a I ow pass f i I ter with a ·deep notch at 25 kHz was 
provided. The response of this f.i lter is shown in 
Fig. 10. 

9. THE VOLTAGE CONTROLLED OSCILLATOR 

The design of efficient low noise, high power, 
high frequency osci I lators operating over an ade­ 
quate tuning range is fraught with many problems. 

The vo I tage contro I I ed osc i I I a tor ( VCO) used 
in the synthesiser is quite simple and is based 
on fundamental concepts rather than going to more 
sophisticated designs. 
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Response of reference frequency sup­ 
pression filter. 

+V 
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-v 

Fig.9 Phase controller - block diagram. 
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The basic requirements for the VCO were: 

power output - +15 dBm 

frequency ranges - 168 - 196 MHz, 490 - 540 MHz 

Also tt was desirable that additional fre­ 
quency ranges could be added at a later date as 
required; upper I imit of 1 GHz. 

This last requirement together with the fre­ 
quencies involved suggest an osci I lator based 
around a number of cavity resonators. 

Before proceeding with a description of the 
design it wi I I be an advantage to review the gen~ 
era! conditions necessary for osci I lation to 
occur. 

9. 1 Feedback Regu i rements for Osc i I I at ion 

An osci I lator may be represented and studied 
as a form of feedback amp! ifier~ see Fig.l 1. For 
oscillation to occur special requirements are 
placed on the amp! ifier block A and on the feed­ 
back block S • 

The feedback voltage supplies the entire amp­ 
! ifier input. 

Hence 

E. 1n SE 
0 

SAE. 1n 

i.e. 

(1 - AS)Ein 0 

In order that an output be obtained Ei n c/- 0 

Thus for the circuit to produce output 

( 1 - AS) 0 

i.e. 

AS 111 /0° 

This relation is known as the Barkhausen criterion 
for osci I lation. 

Elb i 

Fig .11 Basic feedback oscillator. 
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The expression emphasises two basic require­ 
ments for osc i I I at ion: that the gain and phase 
shift of the blocks A and S , over the frequen­ 
cy range of interest must be such that the over­ 
al I loop gain is unity and the overal I phase shift 
around the loop is zero or a multiple of 2rr ra­ 
dians. 

9.2 The Directional Coupler_Osci I lator 

The block diagram of Fig.11 together with the 
Barkhausen criterion suggests the configuration 
shown in Fig.12. 

The output of a wideband amp! ifier whose gain 
is G is connected to the input of a matched di­ 
rectional coupler with a coup! ing numerically 
slightly less than the gain of the amp! ifier. The 
coupled port, port 4, is returned to the amp! i­ 
fier input through the appropriate length of 
transmission I ine to provide a net zero phase 
shift. 

In order to control the frequency of osci I 1- 
ation, a cavity resonator can be inserted in the 
feedback path. Since the cavity may introduce some 
loss it may be necessary to increase the gain of 
the amp! itier. Also, since it is required to feed­ 
back the VCO output signal to the PLL prescaler, a 
second directional coupler is used to provide iso­ 
lation between the VCO and the presca!er. Finally 
the output is amp! itied to the required level. A 
block diagram of the overal I VCO is shown in Fig. 
13. 

,... 
DIRECTIONAL 
COUPLER 

Zo 

Fig.12 Suggested configuration of feedback 
oscillator. 

UTO 1002 2xZFDC 10-2 CA27 

7 + lSdBm 

DELAt 

CAVITY TO PRESCALER 

cpcoNT 

Fig.15 Voltage controlled oscillator - block 
diagram. 
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This approach to osci I lator design is now 
quite attractive in view of the ready avai labi I ity 
of low cost stable wideband amp I itiers and low 
cost wideband directional couplers. Also it is 
only necessary to have one amp I itier and coupler 
to cover al I frequency ranges. The frequency band 
of the osc i I I a tor is changed by s imp I y connecting 
the appropriate cavity and delay I ine in the 
feedback loop. 

Also it is now possible, with the aid of a 
vector voltmeter, to conveniently and accurately 
make the necessary high frequency phase and gain 
measurements that such an approach requires. The 
procedure used in the construction ~nd tuning of 
the VCO is described below. 

9.3 The Cavity Resonator 

The cavity resonator used for the VCO is of 
the so ea I I ed he Ii ea I resonator type. The advan­ 
tage of the he I i ea I resonator over say coax i a I 
Ii ne quarterwave resonators is one primari I y of 
size.Helical resonators have been used exten­ 
sively in such applications as preselection ti 1- 
ters, interstage tilters and as the resonant ele­ 
ments in oscillators at VHF and UHF. 

The resonator used in the VCO consists of a 
helix of 16 SWG wire (approximately 11 mm in 
diameter and 25 mm in length) mounted in a cyl in­ 
drical cavity. The cavity is 25.4 mm in diameter 
and 36.5 mm in length and is machined from a 
sol id block of brass. Course frequency tuning of 
the cavity is accomplished by means of a mechani­ 
cal tuning capacitor tapped approximately 4 turns 
from the earth end of the helix. Fine tuning is 
via the control voltage, derived from the phase 
locked loop; app li ed to a varactor diode through 
a teed through capacitor. The varactor diode is 
tapped approximately 2 turns from the earth end 
of the helix. The I id of the cavity provides a 
mechanically rigid platform on which are mounted 
the input and output coaxial connectors (sma 
type), the helical coi I and coi I former, the var­ 
iable capacitor and the variator diode and teed 
through capacitor. 

The teed through f i I ter is required to keep 
the varactor diode de lead at ac ground and 
to keep RF from ti ltering back to the control 
voltage circuitry. A schematic diagram of the 
mechanical arrangement is shown in Fig.14. This 

REFRAINING SCREW FOR COIL FORMER 

VARACTOR 
OIOOE 

VARIABLE CAPACITOR 

Fig .14 Mechanical arrangement of helical 
resonator. 
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arrangement simpl itied construction of the reson­ 
ators and enabled adjustments of the tap positions 
and trimming of the coi I length to be readily ac­ 
comp I i shed. The he Ii ea I co i I was wound on a Rexo- 

1 ite former to ensure mechanical rigidity of the 
co i I . Idea I I y it is best it the use of a die I ec­ 
tr i c former can be avoided. However bench tests 
indicated that the vibration and shock that the 
equipment was I ikely to experience in use, (moun­ 
ted in a vehicle), would cause movement in the 
coi I and a change of resonant frequency. 

The pertinent design equations and nomographs 
relating the basic parameters of a helix resonator 
(coi I diameter, conductor diameter, axial length 
of helix, winding pitch etc.) are given in (Rets. 
4&5). Having chosen the dimensions of the cavity, 
the co i I diameter is then restricted to a certain 
range. Having fixed the coi I diameter it is then 
only necessary, (assuming a centre frequency) to 
solve tor the number of turns and the winding 
pitch. 

The design parameters obtained are tor opera­ 
tion at one frequency. Since we require the cavity 
to operate over a band of frequencies a convenient 
starting point is to choose the centre frequency 
of the band. Further, the design equations relate 
to a resonator consisting of a single layer helix 
on a low loss former and enclosed in a cylindrical 
shield. They do not make allowance tor a mechani­ 
cal tuning capacitor and/or a varactor diode tuner. 
Thus some adjustment may be necessary to account 
tor their physical inclusion in the cavity. The 
most convenient adjustment is the he I ix I ength. A 
recommended procedure is to wind several addition­ 
al turns above the number indicated by the design 
equations - this wi I I have the effect of lowering 
the resonant frequency. The resonant frequency can 
then be slowly increased by trimming the length of 
the helix. A second adjustment available is the 
helix coi I pitch. The helix can be either stret­ 
ched (increases frequency) or compressed (de­ 
creases frequency). This procedure is not recom­ 
mended since it is difficult to obtain a uniform 
coi I pitch and repeatabi I ity is low. The other 
adjustment avai I able is the position of the taps 
tor either the mechanical tuning capacitor or the 
varactor diode. 

9.4 Tuning of the Cavity and Delay Line 

Section 9.3 described the cavity re~onator 
used in the VCO and made mention of the adjust­ 
ments necessary. This section describes the pro­ 
cedure used to adjust the cavity resonator and 
the delay I ine length in order to obtain osci I la­ 
tion over the required range. 

9.4. 1 Adjustment of the Cavity Using the test 
set up shown in Fig.15 the cavity is adjusted to 
have minimal insertion loss and a phase shift of 
approximately -5° at the centre frequency of 
the band. The procedure used was to trim back the 
coi I at the band upper frequency and then adjust 
the tap position of the variable capacitor to give 
an approximately symmetrical phase change across 
the band. Once the cavity has been adjusted the 
required length of delay I ine can be determined 
using the test set up shown in Fig.16. 

9.4.2 Adjustment of Delay Line Length In order 
to account tor the phase change through the inter­ 
connecting cables the vector voltmeter is first 
zeroed with the VCO components removed from the 
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test set up (i.e. points X and Y connected). 
The generator output power is adjusted to obtain 
a convenient magnitude reading on the vector volt­ 
meter. The phase angle reading is then zeroed us­ 
ing the offset and/or vernier adjustment. 

With a convenient length of delay I ine inser­ 
ted in the loop the signal generator is set to the 
centre frequency of the band. A convenient opera­ 
ting voltage (say 4-5 volts) is applied to the 
varactor diode. The variable capacitor was adjus­ 
ted to give minimum loss around the loop and the 
phase change around the loop measured. 

If the phase angle is positive the delay I ine 
is too short and needs to be I engthened. If the 
phase angle is negative the delay I ine needs to be 
shortened. 

The amount by which the delay needs to be 
changed is given by 

I'll v x 3 x 10s 
f f 

0 
x phase angle 

360 

500 
TERM 

CAVITY 
RESONATOR 

SIG GEN 

Fig.15 Test set up for adjustment of cavity 
resonator. 

!OdB PAO 
DIRECTIONAL 
COUPLERS 

TO PLL LOGIC 

CAVITY 
RESONATOR 

Fig .16 Test set up for adjustment of delay 
line length. 
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where I'll is the change in length in metres 

Vf is the velocity factor of the cable 
(for RG174 Vf ~ 0.66) 

f frequency in Hz. 

To facilitate this testing procedure a number 
of standard lengths of RG174 coaxial I ine to­ 
gether with SMA M-M / F-F cable adaptors were 
used to obtain the required length of delay I ine. 

Once the delay I ine length had been adjusted 
to achieve zero phase change at the centre fre­ 
quency the phase and gain of the loop at other 
frequencies was measured by adjusting the variable 
capacitor and RF signal generator frequency. The 
vector voltmeter was rezeroed at each frequency. 
When satisfactory osci 11 a+or performance had been 
achieved permanent delay I ines were constructed. 

For the 168-197 MHz cavity, it was found that 
a single delay I ine would not produce the condi­ 
tions tor osci I lation over the whole band. This 
problem was overcome by using two delay I ines to 
cover the band. 

During the testing procedure it was also found 
that the 168-197 MHz osci I lator had a tendency 
to osci I late at an overtone frequency of approxi­ 
mately 450 MHz . To overcome this problem a sim­ 
ple l-Section lowpass filter was inserted in the 
feedback loop. The delay I ines were adjusted with 
this filter in the loop. 

9.5 The VCO Characteristic 

A plot of the frequency/voltage characteris­ 
tic at the approximate centre frequency of each 
band is shown in Fig. 17. The characteristic is 
moved in frequency by manual adjustment of the 
variable capacitor. Thus it is seen that the loop 
is only fully automatic over a I imited range and 
the synthesiser can only be considered to be semi­ 
automatic with some manual adjustment necessary. 

14 

.~ 
180 MHz / I CAVITY 

I I 

J 7 500 MHz 
CAVITY 

V1 17 
0 / 

~ 
V 

-~ 
. 
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503 504 505 506 507 508 509 510 511 512 
I I I I I I I I I 

178 179 180 181 182 

FREQUENCY MHz 

Fig.17 - VC'O characteristic. 
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10. FREQUENCY DIFFERENCE DECTOR/TUNING INDICATOR 

To assist in the manual tuning of the cavi­ 
ties a tuning indicator is provided. The indicator 
consists of a frequency difference detector; to 
measure the difference to frequency between fret 
and fvar (programmable divider output); an LED 
display and a tuning meter. 

Manual adjustment of the frequency is made by 
firstly operating a switch which opens the loop, 
at the phase comparator output, and applies a con­ 
stant voltage to the cavity varactor diode through 
the reference frequency suppression filter, and 
then setting the required frequency on the pro­ 
grammable divider. 

The LED display indicates if the cavity is 
tuned too high or too low in frequency. The vari­ 
able capacitor is then adjusted as required. As 
the frequency error is decreased the deflection 
on the meter is increased. When maximum deflection 
has been achieved the switch is again operated to 
close the loop and lock is achieved. 

11. CONCLUDING REMARKS 

The design of the major components of a phase 
locked synthesiser that employs a novel VCO have 
been described. The synthesiser's frequency range 
can be readily expanded by the inclusion of fur­ 
ther suitable cavity resonators and appropriate 
delay I ines. The penalty for this feature is that 
the synthesiser is not fully automatic. However 
this is not seen as a serious restriction since 
the manual tuning procedure is relatively simple 
and requires no external test apparatus. Also, 
since the synthesiser is to be used as a local 
osci I lator in a field strength receiver, frequent 
changes to the operating frequency are not envis­ 
aged. 
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APPENDIX 1 Looe_!.nalysis and the Design of 
the Loop Filter 

This appendix discusses the calculation of the 
time constants for various types of filter. The 
phase locked loop can be represented by the func­ 
tional block diagram of Fig.Al (Ref.6). This 
assumes that the loop is locked and the phase de­ 
tector is I inear. 

Applying elementary control systems theory the 
closed loop response is given by 

8 Cs) k .F(s).k 
0 V 

"e:<sf = s + k .FCsl.k 
I D V 

N 

( 16) 

where k~., F(sl, kv and 1/N are the gain con­ 
stants of the various blocks as shown in Fig.Al. 

From equation Cl) it is seen that the loop filter 
w i I I to a I arge extent determine f undamenta I I oop 
characteristics such as loop bandwidth, transient 
time and capture time. 

In some applications it may be necessary to con­ 
sider the phase error that exists, in the phase 
detector, between the reference/input signal 
8iCsl and the feedback signal 80Cs)/N 

It can be shown that 

C 17) k k F(sl 
V p 

sN 

where 

8 ( s l 
e 

8 Csl 
0 --N- C 18) 8. Cs) 

I 

Consider the situation of applying an input fre­ 
quency that is different to the VCO output. 

FILTER VCQ_ 
Vp(s) 

F(s) Kv/s 

80(s) --N- 

Fig .Al 

PROG. DIV & PRESCALER 

Functional block diagram of phase 
locked loop. 
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Since frequency is the derivative of phase this 
is equivalent to applying an input signal 8i(t) 
where 

8. (t) 
I 

C .t 
V 

t ~ 0 so called step velocity 
input 

( 19) 

and Cv is the magnitude of the rate of change 
of phase in rad/sec. 

Applying the Final Value Theorem we have 

(20) I im 
s-+o 

If F(s) is of the form 

F(s) ( 21) 

then 

0 (22) 

Thus it is seen that if it is desired for the PLL 
to track a reference frequency (step velocity in­ 
put) with zero phase error the open loop gain of 
the system should have at least two poles located 
at the origin. Such a system is known as a type 2 
system. The filter zero at s = -a is required 
to provide stability. 

The design of a phase locked synthesiser would 
not genera I I y demand phase coherency between the 
VCO output and the reference input. However a type 
2 system offers some design advantages wh i eh w i I I 
be discussed later. Alternatively a simple lag­ 
lead filter may be adequate if phase coherency is 
not required. 

Having specified the general form of the filter 
transfer function it is then only necessary to 
specify the filter time constant to complete the 
phase locked loop design. The time constants are 
calculated primarily from stabi I ity considera­ 
tions. 

Consider the fol lowing cases. 

Case ( i) 

F( s) 
T2s+1 

Ti5 ( 23) 
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This function can be realised by the circuit of 
Fig.A2. 

The characteristic equation of the resulting type 
2 system is given by 

k k T2 k k 
s2 + _p_v_ s + _f!.__':::'. = 0 

N T1 N.T1 
(24) 

i.e. 

s2 + 21;w s + w 2 
n n 0 (25) 

Equating coefficients we have 

w 
n 

k k 
p V 

NTi 

I 
2 

(26) 

wn is known as the natural frequency 

k k 
1 p V 

2~ 

I 
2 

(27) 

I; is known as the damping factor. 

The response of the type 2 second order system to 
a step of phase input can be readily calculated. 
The normalised step response is given by 

8 (t) 
0 

exp(-l;w t) 
1 + n r+:» · Sin{ t r.--o vl-l;L wn ,1-1;2 _ cp} 

for 1; f. 1 (28) 

where 

tancp (29) 

and 

e <t) 
0 

1. tor I; 

( 30) 

R, 

Fig.A2 Loop filter F(s) 
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The above expressions are plotted as a family of 
curves for various values of damping factor ~ 
in Fig.A3. Each curve is plotted as a function of 
normalised time wnt . For a given ~ and a re­ 
quired lockup time the wn required to achieve 
the desired results can be determined. Thus we 
see that for a loop with this filter we can inde­ 
pendently choose ~ and wn . 

However in choosing the filter time constants we 
must take into consideration that the factor 
kv/N w i I I vary as the synthesiser operating fre­ 
quency is changed. The usual case wi I I be that 
kv wi 11 vary with both frequency and control 
voltage. The value adopted in calculations was 
the average gradient of the VCO characteristic 
over the expected control voltage range. 

Without going to the comp I ication of designing an 
adaptive filter the following design procedure 
was used. From lock-up time considerations an wn 
is chosen. For a selected value of ~ the filter 
time constants can then be calculated, from equa­ 
tions (26) and (27), using the values of kv and 
N app I i cab I e when the synthesiser operating f re­ 
quency is a maximum. Using these values tor the 
time constants the stabi I ity of the loop is then 
checked at other frequencies as N and kv vary. 
(The natural frequency, damping factor, and 
closed loop pole positions were calculated.) The 
calculations are then performed tor a different 
value of ~ . 

This procedure can be most readily carried out 
using a programmable desktop calculator and wi I I 
provide the designer with a number of suitable 
filter designs. 

An alternative starting point is to select the 
desired -3 dB closed loop bandwidth. It can be 
shown that for a type 2 second order system the 
-3 dB bandwidth of the locked loop is given by 

I 

w {1 + 2~2 + (2 + 4~2 + 4~4)2} 
n 

( 31) 

Thus tor a given damping ratio and a desired loop 
bandwidth (at the maximum operating frequency) 
the required value of wn and hence the ti lter 
coefficients can be determined. 

Case (ii) 

F(s) ( 32) 

This transfer function can be realised by the 
circuit of Fig.A4. 

For this filter the characteristic equation is 
given by equation (25) 

1·9 

18J 
RESPONSE TO STEP OF PHASE INPUT 
LOOP FILTER F (s)~(T2s+l)/Tls 

17 

16 

15 

14 

13 

12 ,_ 
=, c, 11 ,_ 
=, 
0 

0 

= :::; « 0 9 ~ 
§i! 

0 8 

07 

06 

0 5 

04 

0 3 

02 

01 

Fig.A3 

10 11 12 

Wnt 

Response of PLL for step of phase in­ 
put (Filter Fig.A2) 
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where 

w2 
n 

and 

k k T2 p V + 
(T1 + T2)N T1 + T2 

w 
n 
2 

For a realisable filter T2 > 0 

and thus 

R > max va I ue [ k ~ ] 
W p V n 

Equation (36) places a restriction on the value 
of wn assuming a value of ~ . However wn and 
~ can st i I I be se I ected independent I y. 

The normalised response of the loop to a step of 
phase input is given by 

e ( t) 
0 

exp(-~w t) l 
1 + n !i-=Z2 (T zwn -~)Si nw/1-~2t 

for ~ < 1 

o I 0 

Fig.A4 Loop filter 

F(s) = (TzS + 1)/((Ti + Tz)S + 1) 
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( 33) 

( 34) 

( 35) 

( 36) 

(37) ~ 
:, 
0 
0 ~ = :::; 
""" ~ ~ 

This response can only be readily plotted for 
differing values of ~ against normalised time 
wnt assuming a value of T2.wn as shown in Fig. 
A5. 

The design procedure used to determine the time 
constants was as fol lows. For an initial value of 
~ the maximum integer value of wn was calcu­ 
lated such that inequality of equation (36) was 
satisfied. Using these initial values the time 
constants were then calculated using the values 
of N and kv applicable at the maximum fre­ 
quency. The stabi I ity of the loop at other fre­ 
quencies was then confirmed. The whole procedure 
can then be repeated for a different initial value 
of ~ . This procedure was readily performed on a 
desktop calculator. 

It is to be noted that the achievable closed loop 
bandwidth for the locked loop is considerably 
less than that which can be achieved by the fi 1- 
ter of case (i). 

Case (iii) 

F(s) 1/1 +T1 s ( 38) 

For this filter we have fol lowing a similar pro­ 
cedure to the above 

(39) 

(40) 

w n 

2~k k 
p V -N-- (41) 

18 RESPONSE TO STEP OF PHASE INPUT 
FILTER F(s)=(T2s+l)~(Tl+ T2)s+IJ 

1·2 

'-~ 

l·O 

0·8 

06 

0·4 

02 

10 11 12 

Fig.A5 
w~ 

Response of PLL for step of phase in­ 
put (Filter Fig.A4) 

75 



Phase Locked Local Oscillators 

Thus we see that wn and ( are not independent. 

APPENDIX 2 Suppression of Spurious Outputs 

In addition to defining loop gain and assuring 
stabi I ity under operating conditions, considera­ 
tion to ml n lrni z l nq spurious spectral components 
may be required. The worst of the spurious sig­ 
nals is often the reference frequency sidebands. 

, Any steady state s i gna I on the VCO contro I I i ne 
w i 1 I produce s i debands in accordance with FM 
theory. For smal I spurious deviations the relative 
sideband-to-carrier levels are given by 

s 
C 

~ w N V __ n_ 
~ k (JJ t pre 

(46) 

For the t i I ter 

T2 s + 1 
( 47) 

We have from Appendix 1 

sidebands 
V ret·kv k k 

" 2w 
(42) T p V carrier ref 1 + T2 = Nw2 (48) 

n 

where Vret is the peak voltage of the spurious T2 = 2 ~/w - N/k k (49) 
frequency on the VCO control Ii ne. 

n p V 

The most I ikely cause of unwanted control I ine 
modulation is from the phase detector pulse com­ 
ponents feeding through the loop ti lter. 

It V~ is the peak value of the reference fre­ 
quency voltage at the phase detector output and 
Vret is the peak value of the reference frequency 
at the VCO input: 

FC s) I 
s=wref 

(43) 

For the f i I ter 

(44) 

sideband level 
carrier level 

kV 

Zwret 
( 45) 

substituting tor 
Appendix 1. 

from expression in 
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Nwn2 l 2~ N J 
v~ rr ;;;-- - kk ( 

p V n p V J 
(50) 

s 
C 

Nwn
2 ! 2~ N ) V ~ 2k w t ;;;-- - kk 

pre n p v 
( 51) 

Consider the case ~ = 8, wn = 52, N = 22000. 
Assuming V~ = 10 mV and substituting into equa­ 
tions (5) and ( 10) we find that the ti lter of 
equation (47) provides approximately 47 dB side­ 
band suppression; "38 dB more than the t i I ter of 
equation (44). 

Since it is difficult to estimate V~ and in 
cases where phase coherency of reference and out­ 
put signal are required (ti lter given by equation 
(44)) it is advisable to provide additional loop 
ti ltering to increase the sideband suppression. 
Any lowpass rol I oft must be removed from wn 
and yet be we I I be I ow wret . The response of the 
suppression filter used is shown in Fig.10. With 
this ti lter the sideband suppression was greater 
than 58 dB. 
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