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Challenge ... 
A host of challenges are cast down in front of the telecommunication researcher. 

· Most of them are general, and challenge the individual to solve large problems that 
span the whole of society. Typically the problems identified are those facing the 
Australian manufacturing industries that must be restructured to compete against more 
efficient overseas companies, or those facing the Australian electronics, 
communications and computing industries that are struggling to emerge as significant 
suppliers to the Australian market and perhaps even to world markets. 
Telecommunication researchers are urged to face the challenges of making 
telecommunications available to all society at prices that everyone can afford. 

Large problems are easy to identify and father GRAND THEMES that generate 
magnificent CHALLENGES. The myths and legends of the world tell of the heroic 
individuals who responded to the grand challenge and were successful in the resulting 
trial. The world became a better place because the hero put the welfare of others 
before his own life. The real, modern world is still full of grand challenges, but few 
individual researchers are cast in the mould of a Hercules or an Athena. There is a 
marked lack of mythical heroes. Today, the body politic must take up the challenge of 
the large problems; the solutions come from the interplay of community forces led by 
people whose task is to administer and govern. None-the-less, there is a challenge for 
telecommunications researchers, a challenge of a size and scope to test them in their 
individual tasks. 

Too often we are all trapped in our own view of what is needed, trapped by our own 
value system. We are closed to the fears, desires and goals of others, and to those 
things that make community worthwhile. Telecommunications research workers become 
trapped by the excitement, the intellectual demands and the satisfactions of their work. 
It is very easy to become enrapt with the details of methods for standardising software 
for telecommunications or for obtaining low error transmission under difficult 
atmospheric conditions. It is easy to allow the research task to dominate one's thinking. 
It is difficult to accept that what we find important and useful may be less so to others. 

The challenge to the researcher is to step outside his or her own view and look at the 
ultimate users of the work. These are members of the Australian community - people in 
business, artists, teachers, craftsmen, labourers in field and factory, office workers and 
people with home duties. How will they be affected by the knowledge generated by the 
researcher? How can we see the future through their eyes? 

There is no easy solution, but there are some strategies that can prove useful. We need 
to listen to the experience of people who depend on telecommunications for many 
facets of their business and social activities. In setting research goals and choosing 
research methods, we would find consultation worthwhile with people who are the final 
users of the results; or we could consult with people such as social scientists who work 
with users to determine their communication needs. In fact, in undertaking the research 
there is a strong case for teamwork, with people from social science disciplines working 
closely with people from technical disciplines. 

Although the foregoing comments apply to other fields of research, they are most 
pertinent to telecommunications research, for telecommunications has become all 
pervasive and indispensible to modern society. Telecommunication touches everybody 
and is used by everybody. The application of the results of telecommunications 
research has already wrought immense social change and has the potential to cause 
even greater change. 

Let me repeat the challenge. Devote some of your precious research energy and time 
to understanding how the common folk view telecommunications and the way it affects 
their lives. The gain for you, the telecommunications research worker, is a greater 
opportunity to contribute as a member of the body politic to the GRAND CHALLENGES 
facing Australia. 

G.D.S.W. CLARK 
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Finite-State Machine Descriptions of Filled 
Bipolar Codes 
D.B. KEOGH 
Department of Electrical Engineering 
Monash University 

This paper develops techniques for obtaining finite-state machine 
(FSM) representations of filled bipolar line codes. The techniques 
involve specifying the codes by means of two FSMs connected in tandem, 
followed by computer reduction to minimal-state form. Examples treated 
successfully include B4ZS, B6ZS, HDB3, and CHDB3. 

1. I NTRO DUCT I ON 

Fi I led bipolar codes are we! I known CRefs. 1 
and 2 l, in fact one of them, HDB3, has achieved 
wide application in transmission systems by 
virtue of its adoption by the CCITT for use on 
2.048-Mbit/s primary digital I ine systems 
(Ref. 3). Another, B6ZS, forms part of the T2 
PCM multiplex system (Refs. 4 and 5). More 
recently, BSZS has been under investigation for 
possible application to providing clear channel 
capabi I ity at 64-kbit/s on 1.544-Mbit/s primary 

I eve I dig i ta I I i ne systems on meta I I i c pair 
cables in the USA and Japan (Refs. 6 and 7). 

Bipolar code, also known as Alternate Mark 
Invert (AMI l, is the pseudo-ternary code wh i eh 
results from transmitting data-ls as pulses of 
alternating polarity (conventionally 
represented by +1 and -1, or simply+ and -l, 
while data-Os are represented by the absence of 
a pulse CO). Bipolar code has the undesirable 
characteristic that long sequences of data-Os 
provide terminal equipment and repeaters with 
no signal with which to maintain timing and AGC. 
Fi I led bipolar codes seek to remedy this 
deficiency by substituting for sequences of N 
consecutive zeros certain specified non-zero 
filling patterns. At the receiver the filling 
pattern is identified and eliminated. In order 
to do this the f i I Ii ng pattern must contain a 
violation of the bipolar coding rule. To 
specify the f i 11 i ng pattern we adopt the 
convention established by Croisier (Ref. 1): 

B represents a pulse in accord with the 
bipolar rule 
V represents a pulse which violates the 
bipolar rule 
0 represents a bipolar zero. 

Fi I led codes are designated as nonmodal if a 
sing I e f i I Ii ng sequence is emp I oyed regard I ess 
of the data sequence, and mod a I if more than one 
f i I Ii ng sequence is emp I oyed. 

References 8 and 9 employ the name B6ZS 
(bipolar with six zero substitution) to describe 
the nonmoda I code using the f i 11 i ng pattern 
OVBOVB (that is 0+-0-+ if the previous bipolar 
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pulse is+, and 0-+0+- if it is-). Other 
fi 11 ing sequences exist also, in fact Ref. 
describes B6ZS as using the filling sequence 
BOVBOV, an alternative also mentioned in Ref. 4. 
Here BNZS refers to any nonmoda I f i I I ed bi po I ar 
code wh i eh uses a f i I I i ng pattern N symbo Is 
long. Throughout this paper we extensively 
consider B4ZS with the f i I I i ng sequence VBVB. 
It represents the simplest avai !able example 
of this type of code (Ref. 4). 

High Density Bipolar (HDBl and Compatible 
High Density Bipolar (CHDB) are both modal 
codes. They employ the fi II ing sequences: 

HDB BOO, 
or 000, 

CHDB 000, 
or 000, 

••• ' V 
V ... , 

... ' BOV 
oov 

For both codes the specified choice of f i I I i ng 
sequence is that which makes the number of 
B pu I ses between consecutive V pu I ses odd. In 
contrast to BNZS, HDBn and CHDBn are used to 
designate the respective codes with fi II ing 
sequences of (n + 1) symbols. It is apparent 
that CHDBn cannot exist for n less than 2, 
and that HDB2 and CHDB2 are identical. 

This paper addresses itself to establishing 
minimal-state finite-state machine representa 
tions of the code generation process. The 
results have a number of important applications. 
Ffnite-state machine (FSM) descriptions form the 
starting point for the design of encoder 
circuitry, they a I low the efficient s lrnu I ati on 
of the code on digital computers and they form 
the basis of a powerful method for calculating 
the power spectrum of the code (Ref. 9). 

Many of the FSMs described here are 
necessarily comp I icated. This is largely 
because of the coders must be causal, and may 
be thought of as containing a shift-register of 
n-stages in order to detect a sequence of 
(n + ll consecutive data zeros. The approach 
used is to exploit this form by initially 
representing the codes by two tandem FSMs, one 
of them a shift-register. Most of the 
manipulation of the large FSMs described in 
the examples has been performed by digital 
computer. 
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2. TANDEM FINITE-STATE MACHINE DESCRIPTIONS 

The finite-state machines employed in this 
paper are all Mealy machines (Refs. 10 and 11), 
that is synchronous sequential machines which 
can be described by the quintuple M=(X,Z,Q,o,\), 
where X, Zand Qare finite, nonempty sets of 
inputs, outputs, and states, respectively. o is 
the state transition function, which maps X * Q 
onto Q. \ is the output function, which maps 
X * Q onto Z. 

It is convenient to represent FSMs either 
by state tables or by state diagrams. An 
example of a state table and the corresponding 
state diagram is shown in Fig. 1. The FSM 
represented there is a bipolar encoder. It has 
two states, I abe I I ed A and B. On the state 
table these are represented as rows, while 
each column corresponds to an input data 
combination. The entries in the body of the 
table denote the next state and the present 
output. On the state diagram the vertices, 
represented as ci re les, correspond to the 
states, while the directed arcs indicate the 
transitions. The arcs are label led with the 
input combination causing the transition and 
the associated value of the output variable(s). 
Thus 1/+ indicates a transition caused by the 
input data x = 1, while the current output is 
z = +. We use the two representations inter 
changeably without further comment. 

PRESENT STATE NEXT STATE (qn+1l, OUTPUT (zn) 
qn for data input (xn) 

0 1 

A A, 0 B, + 

B B, 0 A, - 

I I+ 

Fig. 1 

1/- 

The state diagram a:nd state table 
of the bipola:1' code 

Much of this paper has to do with the coder 
model shown in Fig. 2. The coder is split into 
two parts: a shift-register based FSM called 
detectn, and an encoder which accepts as its 
input the two binary outputs ~rom detectn. One 
of the outputs of detectn is simply the binary 
input data delayed by n symbol periods, the 
other is a flag indicating the presence of n 
consecutive zeros in the data. Norma,l ly, in 
the absence of such sequences of data zeros, 
the encoder which fol lows generates bipolar 
code. However, when a sequence of (n+l) 
consecutive data zeros occurs, it commences 
the fl I I ing sequence which it goes on to 
complete without regard to its two inputs. 

DETECTN x, 
ENCODER 

Fig. 3 

Fig. 2 Tandem FSM coder model 

CODE 

State diagram for the encoder of 
BNZS employing the OVB ... OVB filling 
pattern 

Figure 3 shows the state diagram of the 
encoder for BNZS using the OVB ... OVB fi I I ing 
pattern. The convention of using a bold 
transition arrow label led XX/output has been 
introduced to indicate that transitions and 
outputs for al I four input combinations are 
the same. Otherwise the input of the 
encoder is arranged in the same way as the 
output of detectn: the most significant bit 
represents the delayed data, the least the al I 
zeros flag. A simple modification to the 
output code converts the fi I I ing sequence to 
BOV ... BOV, or indeed any desired fi I I ing 
pattern. Care must be taken only to ensure that 
the first signed pu I se of the f i I Ii ng sequence 
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is indeed a B or V pulse as required. It is 
worth noting that there are only 2N states in 
the encoder portion of this BNZS description. 
Most of the complexity in terms of number of 
states has been forced into the (N - 1)-sta1e shift register which, of course, has 2<N - ) 
of them. 

Fig. 4 

HDBn 

O= = - 

State diagram for the encoders of 
HDBn and CHDBn 

Likewise, Fig. 4 shows the state diagram 
for the encoders for both HDBn and CHDBn. They 
differ from those of Fig. 3 in having the 
bipolar encoder portion duplicated, a measure 
necessary if the modal fi I ling plan is to be 
implemented. Nevertheless the HDBn encoder 
has only 2n + 4 states, while the CHDBn encoder 
with its more comp I icated fi I I ing pattern has 
4n states. 

An advantage of these tandem representations 
which is not immediately apparent is their 
freedom from turn-on transient states which 
might produce invalid code. This may or may 
not be significant in the design of equipment, 
but it is a property which greatly simplifies 
their manipulation and reduction to minimal FSM 
form, a point which we take up in more detai I in 
Section 7. The property arises because of the 
finite memory of detectn. At turn-on both 
detectn and the encoder can occupy any of their 
states. If the encoder is in one of the 
"bipolar" states then it simply bipolar encodes 
the contents of detectn. The contents of 
detectn are its initial states for the first n 
symbols, then the delayed input data. If the 
initial state of detectn is al I-zeros and the 
first data symbol is zero, then of course a 
fi I ling sequence is commenced. In both cases 
the coder output invariably produces legal code. 

When the initial state of the encoder is 

one of the states associated with the generation 
of the fi I I ing sequences the situation is 
slightly more complicated. The encoder ignores 
the output of detectn unti I the fi I ling 
sequence has been completed, then codes the 
remaining initial states of detectn, fol lowed 
by the delayed data. In effect therefore it 
behaves as though the last of a string of n 
data zeros were being cleared from the register 
in detectn, whereas in fact the register contents 
might be non-zero. The important feature of the 
coder behaviour is that it always outputs valid 
code corresponding to some data sequence, 
although not necessarily that initially in 
the shift register. 

3. STATE MACHINE MANIPULATION 

The purpose of this section is to discuss 
briefly the techniques used to combine the two 
tandem-connected FSMs, detectn and the encoder, 
into a single composite FSM, then to reduce 
the composite to minimal state form. No 
innovation is claimed in these areas. The 
computer programs employed are simply high-level 
language coded versions of manual techniques 
which have been used by logic designers for 
many years (Refs. 10 and 11). 

Combining two FSMs in tandem is rather 
similar to fanning the Kronecker product of two 
matrices. Loosely speaking the states of the 
combined FSM are those of the first FSM 
concatenated with those of the second. In 
practice what is done is to take the first row 
of the state table of the first FSM and for 
each input combination determine the output, 
which then forms the input to be considered for 
each state in turn of the second FSM. The 
process is then repeated for each state of the 
first FSM. As a result the combined FSM has 
a number of states equal to the product of 
the number of states in the component FSMs. 

The unfortunate result of this combination 
of FSMs is a FSM which typically has too many 
states to al low convenient hand manipulation. 
At the extreme end of the scale of codes of 
practical interest is B8ZS. For it the seven 
stage shift-register which comprises detect7 
has 128 states, while the encoder has 16. 
The combined FSM therefore has a cumbersome 
2048 states. 

Fortunately many of the states in the 
combined FSM are redundant and the machine is 
thus amenable to the techniques of state 
reduction. What is sought is the FSM with 
the minimum number of states which is 
equivalent to the combined FSM. In this 
context two FSMs, M1 and M2, are said to be 
equivalent if and only if for every state in 
M1 there is a corresponding equivalent state 
in M2 and vice versa. Then, in turn, two 
states Ot and Oj of a FSM Mare said to be 
equivalent if and only if, for every possible 
input sequence, the same output sequence wi 11 
be produced regardless of whether Qi or Oj is 
the initial state (Ref. 10). The reduction 
technique employed is a high-level language 
coded version of the Huffman-Mealy method 
CRef. 11). 
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4. PRESENTATION AND DESCRIPTION OF RESULTS 

In this section we concentrate on presenting 
state diagrams for B4ZS, the HDBn code family, 
and CHDB3, for which some physical insight can 
be provided. Appendix I contains the state 
tables for B6ZS for both the BOVBOV and OVBOVB 
fi I I ing patterns. They contain 78 and 70 states 
respectively. Space limitations prevent the 
presentation of BSZS which has in excess of 
256 states, but details can be obtained from 
the author. 

Fig. 5 The minimal state diagram for B4ZS 
(VBVB filling pattern) 

Fig. 5 shows the minimal state diagram for 
B4ZS using the VBVB f i I Ii ng pattern. It 
consists of 18 states arranged symmetrically 
about a horizontal centre line. Every 
transition from a state in the upper-half 
on data-1 has its destination in the lower-half, 
and vice versa. This feature corresponds to 
adherence to the bipolar alternation rule. 
The pair of states at the left-hand end of 
the state diagram is occupied whenever the 
data contains a long string of consecutive 
data-ls. They can be considered to be the 
remnants of the pa rent bi po I a r encoder, with 
its data-0 self-loops replaced by the remaining 
16 states. 

One of the pair of states at the right-hand 
end of the diagram is occupied whenever a 
data-1 is fol lowed by 3 consecutive data-Os. 
Exiting from them on data-0 corresponds to 
commencing the fi I ling sequence. Considering 
just the upper state of the pair, it is 
entered only by an arc associated with the 
previous output+, and on data-0 begins 
producing the output sequence+--+, that is 
VBVB. 

Figs. 6, 7 and 8 show the state diagrams 
of HDBn for n = 1, 2 and 3. The diagrams have 
been oriented to exhibit their approximate 
symmetry also. Each of them is shown divided 
by both a horizontal and a vertical centre 
I ine. As with B4ZS the horizontal plane is 
crossed by each of the arcs initiated by 
data-ls. This enables the coder to obey the 
bipolar alternation rule for the data-ls. 

Fig. 6 

Fig. ? 

The minimal state diagram of HDBl 

The minimal state diagram of HDB2 

Again the parent bipolar pairs of states are 
evident, at the left and right-hand ends of 
the state diagrams. The four transitions which 
cross the vertical centre I ine in each of the 
diagrams correspond to the commencement of a 
fi 11 ing sequence. Such crossings provide the 
coder with the memory necessary to enforce the 
modal filling pattern rule. 

It is no coincidence that HDB1 has 8 states, 
HDB2 16 states and HDB3 32 states. In genera I 

(n + 2) · HDBn has 2 states for reasons which are 
made clear in Section 5. ' 

Lastly, Fig. 9 shows the state diagram of 
CHDB3. It shows al I the characteristics of 
the HDBn diagrams, but requires an extra pair 
of states compared to HDB3. This requirement 
for extra states can be generalized, with 

. (n + 2) (n - 1) 
CHDBn employing 2 + 2 - 2 states 
in its minimal-state FSM representation. Once 
again, Section 5 contains the justification of 
this formu I a. 

5. GENERAL PROPERTIES OF SEQUENCE-SUBSTITUTING 
FINITE-STATE MACHINES 

Usefu I insight into the structure of the 
coders can be gained by considering the 
fol lowing simpler problem. What is the 
structure of the FSM which substitutes the 
symbol sequence ao,a1,a2, :·· an in place of a 
string of (n + 1) zeros in a stream of binary 
data? Rather than attempt to preserve 
generality the case of n = 3 is examined. 
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Fig. 8 The minimal state diagram of HDB3 

Fig. 9 The minimal state diagram of CHDB3 

The state diagram for the sequence 
substituter can be obtained using the same 
method emp I oyed for the f i I I ed bi po I ar codes. 
A tandem FSM consisting of detect3 fol lowed by 
the encoder whose state diagram is shown in 
Fig. 10 suffices. When the two FSMs are 
combined and reduced to minimal state, the 
state diagram shown in Fig. 11 results. Its 
fifteen states a re I abe I I ed with the hexa- 
dec i ma 1 ~igits Oto E. 

The first eight, 0 to 7, represent the 
states of a three-stage binary shift-register. 
Their label ling corresponds to the data 
contained in the register, with O (Hex) = 000 
(Binary), 1 (Hex)= 001 (Binary), ... , 7 (Hex) 
111 CBinary). The remaining seven, 8 to E, form 
a tree rooted on state 0, with its level-4 
vertices corresponding to the eight states of 
the shift-register. The particular level-4 
vertex for a given data sequence in the tree 
is the one which would be reached if the same 

sequence were applied to a conventional three 
stage binary shift-register, that is one with a 
self-loop at state O on data-0. This ensures 
that the incoming data is accounted for during 
the production of the fi 11 ing sequence, and is 
emitted (with 3 symbol periods delay) upon its 
completion. The outputs of the states in the 
tree are independent of the data, and identical 
for al I the states at the same level: a0 for 
level-0 (state 0), a1 for level-1 (state 8), 

a2 for level-2 (states 9 and A) and a3 for 
level-3 (states B,C,D and E). 

The observations made genera I i ze in a natu ra I 
way to binary sequences of arbitrary length: 
for an (n + 1) symbol substitution then-stage 
shift-register employs 2n states, and then levels 
of the tree require 2n - 1. However, when some 
of the substitution-sequence symbols are 
avai !able as normal outputs from the shift 
register, the tree may be pruned of the corres 
ponding number of levels. For instance, if the 
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Fig. 10 The encoder state diagram for the 
four symbol binary eubet.itiuter 

Fig. 11 The reduced state diagram for the 
four symbol binary substituter 

substitution-sequence ends with an= 1, then the 
last level of the tree, comprising 4 states in 
our example, can be omitted, and the transitions 
to them taken instead to states in the register. 
The particular register states required can be 
found from Fig. 10 by "backing up" the arcs 
there to a state whose output produces the 
desired 1 output for the corresponding data 
symbol. Fig. 12 shows the result: the state 
diagram of a FSM which substitutes the sequence 
a0, a 1 , a2, 1 for four consecutive data-Os. If 
further symbols, such as a2, are also available 
as register outputs the tree can be pruned of 
more levels, culminating (for a binary shift 
register) with the case where all the 
substitution-sequence is also binary, when the 
tree disappears altogether and the transition 
fran the all-zeros state on data-0 merely 
terminates on the appropriate state in the 
register. The result of this pruning operation 
is a state diagram with 2n + 2m - 1 states, m 
being the number of levels of the tree re 
maining. 

The minimal FSM descriptions of fi I led 
bipolar codes can be viewed as consisting of 
pairs of pruned binary sequence-substituters 
canbined so as to enforce the bipolar 
encoding rule on the data-ls and, if applicable, 
the mod a I ru I e on the f i I I i ng sequence. As 
already observed, the B4ZS state diagram shown 
in Fig. 5 has symmetry about a centre I ine 
which al I data-1 transitions cross. Each half 

of the state diagram is in effect a binary 
sequence-substituter, but with the data-1 
transitions of the register parts going to the 
corresponding states in the other register. 

It should be clear fran this that the 
number of states required for BNZS is always of 

CN - 1) m . the form 2(2 + 2 - 1), with 
0 r m < N - 1. A slight further complication, 
however, is that the amount of pruning 
possible on the substitution trees is now 
I imited by the portion of the fi I I ing sequence 
which can be generated by the bipolar-encoding 
register. This can be determined simply by 
scanning the filling sequence fran right to left 
unti I a violation of bipolar sign alternation 
is observed. For the fi 11 ing sequence OVB ... OVB 
(i.e. 0+- ... 0-+ or 0-+ ... 0+-) all of the 
sequence except the leading OVB can be obtained, 
while for BOV ... BOV only the final OV is 
available. The minimal state FSM representation 
of BNZS therefore has the fol lowing number of 
states: 

OVB ... OVB fl II ing sequence: 2[2CN - ll + 3] 

BOV ... BOV fi I ling sequence: 2[2CN - 1) + 

2CN - 3) - 1] 

Fig. 12 The pruned four symbol binary 
substituter 

Similar arguments can be employed to 
estab Ii sh the number of states required for 
HDBn and CHDBn. The only added complication in 
these cases is the moda I nature of the f i I I i ng 
pattern rules which causes a further doubling 
of the number of register states. Al I but the 
leading B pulses of the HDBn fi 11 ing patterns 
BO ... OV and 00 ... OV are avai !able from a bipolar 
register, so to generate these does not require 
any states additional to the 2(n + 2) employed 
in the duplicated bipolar register necessary for 
the modal plan. For CHDBn, al I of the 00 ... 00V 
f i I I i ng sequence can be obtained from the 
register, whereas only the final OV of the 
00 ... BOV fi I I ing sequence can be obtained in 
this way. Thus two binary substitution trees 

h t · · 2(n - 2) 1 t eac con a1n1ng - sates are 
required in addition to the duplicated bipolar 

· t · · t t I f 2(n + 2) 2(n - 1) 2 reg Is er, g Iv Ing a o a o + - 
states. On the state diagram of CHDB3 shown in 
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Fig. 9 the two trees each consist of a single 
state, and they are located nearest to the 
centre of the diagram. 

6. TERNARY SUBSTITUTION ENCODERS 

The usual method for specifying fi I led 
bipolar codes consists of listing the substitu 
tion rules and the sequences to be employed to 
replace strings of consecutive zeros in the 
output of a bipolar encoder (Ref. 3). This 
suggests an alternative approach to the FSM 
representation of fi I led bipolar codes: a 
tandem FSM whose first stage is a bipolar 
encoder, and whose second stage is a ternary 
sequence-substituter. In practice the method 
proves to be rather complicated, and certainly 
inferior to the method described in Section 2, 
but it raises some interesting problems in the 
manipulation of finite-state machine 
descriptions. For these reasons the discussion 
here is restricted to the simplest example 
avai I able, B4ZS with the substitution-sequence 
VBVB. 

Ann-stage ~ernary shift-register, capable 
of shifting the ternary symbols -,0, and+, 
requires 3n states. It too may be converted 
into an (n + 1) symbol-substituting FSM by 
attaching a tree to its all-zero state. In 
this case however, the tree consists of 
(3n - 1)/2 states most generally, and 
(3m - 1)/2 states, with O ~ m < n, when 
pruning is possible. Fig. 13 shows the state 
diagram of a 3-symbol ternary sequence 
substituter based on a two-stage ternary shift 
register, which inserts the substitution 
sequence aQ,a1,a3 in place of 000. 

Fig. 13 The three symbol teY'nary substituter 

The ternary sequence-substituter for B4ZS 
is based on the principles described above, but 
with one important difference. Rather than a 
single substitution sequence B4ZS requires two, 
+--+ and -++-. In this connection it is worth 
observing that a sequence of consecutive data-Os 
always commences after either a data-1 or 
another sequence of consecutive data-Os. Thus 
the correct choice of f i I I i ng sequence can be 
enforced by splitting the all-zeros state of a 
ternary substituter into two separate states: 
one, entered on data-0 from a state whose output 

is+, forms the root of a ternary substitution 
tree for+--+; the other, entered on data-0 
from a state whose output is-, forms the root 
node of a ternary substitution tree for-++-. 
The level-4 vertices of these trees lie within 
the states of the register, with the proviso 
that for the data sequence 0000 they return to 
their respective root nodes. 

The B4ZS substituter thus described has 54 
states. Of these 28 are contributed by the 
three-stage ternary shift-register with its 
sp I it a I I-zeros states, and the remaining 26 
are contributed by the two 1 + 3 + 9 = 13 
state ternary trees. This ignores the fact 
that the whole of the+--+ and-++- filling 
sequences can be generated by transitions from 
the two al I-zero states to appropriate states 
within the register. Simplifying by removal 
of the trees results in the 28 state ternary 
substituter shown in Fig. 14. The register 
states in Fig. 14 are label led with the register 
contents to aid understanding, while the two 
al I-zero states are designated by asterisks. 

Fig. 14 The reduced state diagram of the 
B4ZS substituter 

7. PROBLEMS WITH TRANSIENT STATES 

The tandem combination of a bipolar encoder 
and a ternary substituter provides a graphic 
ii lustration of the problems which can arise 
due to the presence of ii legal transient states. 
A B4ZS encoder implemented in this way, for 
example, initially could emit such sequences as 
+++ or --- which clearly violate the bipolar 
alternation rule. If the minimal FSM represent 
ation of the code is to be obtained by this 
approach a means must be employed for el imina 
ting the states which are associated with these 
transient outputs. It is worth mentioning that 
the Huffman-Mealy algorithm described in 
Section 3 is unable to do this because many of 
the states concerned, far from being equivalent, 
have different output combinations to any of 
those in the minimal FSM. 
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A naive approach to the problem is to assume 
that the transient states can be eliminated by 
the fol lowing algorithm. 

Algorithm Simple: 

Examine the state diagram or state table for 
any states which are not entered from any 
other state and remove them. Repeat the 
process unti I no further reduction is 
possible. 

To i I lustrate the failure of the method, 
when applied to the 56 state combined 84ZS 
encoder it eliminates 24 states leaving 32. 
The 32 state FSM proves to be minimal in the 
sense that it contains no equivalent states, and 
its state diagram is shown in Fig. 15. At the 
heart of the diagram is the 18 state minimal FSM 
representation of 84ZS as shown in Fig. 5, but 
it is surrounded by other states which, 
although transient, cannot be removed by the 
algorithm Simple described above. To 
emphasize the transient states, in Fig. 15 only 
the transitions emanating from them have input/ 
output labels attached. As is evident, every 
state in Fig. 15 is entered from at least one 
other· state. 

The solution to this problem is fortunately 
already available from the theory of directed 
graphs, where a technique, supported by powerful 
algorithms, has been evolved to deal with it 
CRefs. 12 and 13). The essence of the 
technique consists of partitioning the graph 
into its strongly connected components, 

Fig. 15 B4ZS with some transient states 
remaining 

constructing a condensed graph from them, then 
eliminating the transient strong components 
using the algorithm Simple. 

A strongly connected component of a directed 
graph is a maximal set of vertices in which 
there is a path from any one vertex in the set 
to any other vertex in the set. The condensed 
graph of a directed graph is the directed graph 
in which each strongly connected component is 
replaced by a vertex, and al I the arcs from one 
strongly connected component to another are 
replaced by a single arc. It is clear from 
these definitions that the condensed graph of 
a directed graph has no circuits, and therefore 
Simple is adequate for determining the 
persistent strong component, that is to say the 
minimal state diagram. 

The state diagram shown in Fig. 15 has nine 
strong components and its condensed graph is 
shown in Fig. 16. In this case it is apparent 
by inspection that the central 18 state strong 
component which is persistent, corresponds to 
the previously obtained minimal FSM representa 
tion of 84ZS. 

Fig. 16 The condensed graph obtained from 
Fig. 15 

While there is no doubt that the same 
technique could be applied to any fi I led bipolar 
code, because of the complexity involved it 
ls not recommended. The ternary substituter for 
BBZS alone has 2188 states. When combined with 
the bipolar encoder it is a FSM of 4376 states 
which must be subjected to transient elimination 
and minimization. 

8. CONCLUSIONS 

This paper has demonstrated two techniques 
by which minimal finite-state machine 
representations of fi I led bipolar I ine codes 
can be obtained. The first, and most successful, 
approach involves representing the coding 
process by the tandem combination of two FSMs: 
a data-0 sequence detector fol lowed by an 
encoder. Most of the complexity, in terms of 
number of states, is thereby located in the 
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highly regular shift-register structure of the 
sequence detector. Indeed, the state table for 
the 7-stage register required to handle B8ZS 
has been assembled by combining a 3-stage 
rG>gister with one of 4 stages using the same 
software described in Section 3. In contrast 
to the exponential growth in number of states 
in the sequence detector, it has been 
demonstrated that the complexity of the encoder 
FSM grows only I inearly with the length of the 
substitution zone. Examples presented include 
B4ZS, B6ZS with two different fil I ing sequences, 
HDB1, HDB2, HDB3, and CHDB3. 

In addition, a detailed examination has 
shown that the alternative approach of fol lowing 
a bipolar encoder by a ternary sequence 
substituter is unsatisfactory. The number of 
states in the substituter grows exponentially 
with the length of the filling sequence and 
although its ternary shift-register structure 
is highly regular, care is required in splitting 
the al I-zeros state and terminating the 
transition into the fi 11 ing sequence. Further 
more, to obtain the minimal FSM by this approach 
necessitates the removal of transient states 
thus adding considerably to the complexity of 
the software. 
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APPENDIX I 

B6ZS-OVBOVB 

PRESENT NEXT STATE,OITTPUT 
STATE Oata-0 Oata-1 

24, - 25, - 
2 27, - 26, - 
3 28, - 36, - 
4 38, - 37, - 

5 39, - 40, - 
6 42, - 41, - 
7 44, - 45, - 
8 47, - 46, - 

9 48, - 49, - 
10 51, - 50, - 
11 53, - 54, - 
12 56, - 55, - 

13 57, - 58, - 
14 60, - 59, - 
15 61, - 62, - 
16 64, - 63, - 

17 65, - 66, - 
18 68, - 67, - 
19 69, - 70, - 
20 3, 0 4, 0 

21 6, 0 5, 0 
22 7, 0 8, 0 
23 10, 0 9, 0 
24 11, 0 12, 0 

25 14, 0 13, 0 
26 15, 0 16, 0 
27 18, 0 17, 0 
28 19, 0 36, 0 

29 20, 0 21, 0 
30 23, 0 22, 0 
31 24, 0 25, 0 
32 27, 0 26, 0 

33 29, 0 30, 0 
34 32, 0 31, 0 
35 33, 0 34, 0 
36 38, 0 37, 0 

37 39, 0 40, 0 
38 42, 0 41, 0 
39 44, 0 45, 0 
40 47, 0 46, 0 

41 48, 0 49, 0 
42 51, 0 50, 0 
43 52, 0 35, 0 
44 53, 0 54, 0 

45 56, 0 55, 0 
46 57, 0 58, 0 
47 60, 0 59, 0 
48 61, 0 62, 0 

49 64, 0 63, 0 
50 65, 0 66, 0 
51 68, 0 67, 0 
52 2, + 1, + 

53 3, + 4, + 
54 6, + 5' + 
55 7' + 8, + 
56 10, + 9, + 

57 11, + 12, + 
58 14, + 13, + 
59 15, + 16, + 
60 18, + 17, + 

61 20, + 21, + 
62 23, + 22, + 
63 24, + 25, + 
64 27, + 26, + 

65 29, + 30, + 
66 32, + 31, + 
67 33, + 34, + 
68 43, + 35, + 

69 44, + 45, + 
70 47, + 46, + 

B6ZS STATE TABLES 

B6ZS-BOVBOV 

PRESENT NEXT STATE,OUTPUT 
STATE Oata-0 Data-1 

1 26, - 25, - 
2 27, - 24, - 
3 28, - 29, - 

30, - 31, - 

5 42, - 41, - 
6 43, - 44, - 
7 45, - 46, - 
8 49, - 48, - 

9 51, - 50, - 
10 52, - 55, - 
11 53, - 54, - 
12 56, - 40, - 

13 61, - 60, - 
14 62, - 59, - 
15 63, - 64, - 
16 65, - 66, - 

17 67, - 74, - 
18 69, - 68, - 
19 71, - 70, - 
20 72, - 73, - 

21 75, - 76, - 
22 77' - 78, - 
23 32, - 39, 0 
24 7, D 6, 0 

25 8, 0 9, 0 
26 10, 0 11, 0 
27 12, 0 5, 0 
28 14, 0 13, 0 

29 16, 0 15, 0 
30 17, 0 20, 0 
31 18, 0 19, 0 
32 22, 0 21, 0 

33 26, 0 25, 0 
34 27, 0 24, 0 
35 28, 0 29, 0 
36 30, 0 31, 0 

37 34, 0 33, 0 
38 36, 0 35, 0 
39 37, 0 38, 0 
40 42, 0 41, 0 

41 43, 0 44, 0 
42 45, 0 46, 0 
43 49, 0 48, 0 
44 51, 0 50, 0 

45 52, 0 55, 0 
46 53, 0 54, 0 
47 57, 0 58, 0 
48 61, 0 60, 0 

49 62, 0 59, 0 
50 63, 0 64, 0 
51 65, 0 66, 0 
52 67, 0 74, 0 

53 69, 0 68, 0 
54 71, 0 70, 0 
55 72, 0 73, 0 
56 47, + 40, 0 

57 2, + 1, + 
58 4, + 3, + 
59 7. + 6, + 
60 8, + 9, + 

61 10, + 11, + 
62 12, + 5. + 
63 14, + 13, + 
64 16, + 15, + 

65 17, + 20, + 
66 18, + 19, + 
67 23, + 39, + 
68 26, + 25, + 

69 27, + 24, + 
70 28, + 29, + 
71 30, + 31, + 
72 34, + 33, + 

73 36, + 35, + 
74 37, + 38, + 
75 49, + 48, + 
76 51, + 50, + 

77 52, + 55, + 
78 53, + 54, + 
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A Method of Determining Blocking 
Probability in the M(t)/(M(t)/1 Loss System 
M.N. YUNUS 
Department of Applied Mathematics 
University of Adelaide 

A method to deterrrrine blocking probability in the M(t)/M(t)/1 loss 
system is given. It is developed for the case when both arrival and 
service rates are time-varying by making use of time dependent M/M/1 
solutions on small subintervals. This method can be applied directly to 
any pattern of arrival and service rates. 

1. INTRODUCTION arrival and service rate patterns obtained in 
real-life situations. 

ln telecommunication networks, it is very 
important that we al locate the correct number 
of channels between exchanges so as to maintain 
the required grade-of-service. However, at the 
moment, the probabi I istic teletraffic models 
used to determine this channel al location are 
based on the assumption that cal Is arrive at 
constant rates (stationary arrival rates). 
This is unfortunately not always true as 
demonstrated by direct monitoring of real-I ife 
traffic (Ref. 2). Real-life traffic is found 
to be time-varying. At present, models developed 
for traffic with constant arrival rates are 
used even when the traffic is highly time 
varying. As expected the results are unsatis 
factory when the traffic is highly time- 
varying. Hence it is desirable that a model be 
developed that enables us to predict the time 
dependent blocking probabi I ity (the probabi I ity 
that at time tall N channels in the M(t)/M/N 
system are occupied) with the assumption that 
cal I arrival rates are time-varying (non 
stationary arrival rates). However this is not 
easy as it involves solving a set of coupled 
first order ordinary differential equations with 
time-dependent coefficient functions. 

The problem of determining the blocking 
probabi I ity at time t, PN(t,N), has been 
considered by Jagerman (Ref. 1). He derives an 
integral equation for PN(t,N) which involves 
the time-varying offered rate function, a(t). 
However, this integral equation is not suitable 
for practical applications in real-life traffic. 
This is because: 

(a) it has a rather complicated form which 
could make numerical computation difficult, 

(b) it is restricted to continuous, integrable 
arrival rate functions, 

( cl it assumes the service rate to be constant, 
which is questionable in real-I ife (Ref. 2). 

Therefore it is desirable that a method be 
developed that can be directly applied to any 

Paper received 8 May 1984. 
Final revision 25 July 1984. 

The method which fol lows involves solving 
matrix differential equations with time-dependent 
coefficient matrices. This in turn wi 11 involve 
computation of matrix exponentials. 

2. METHOD FORMULATION 

The method wi I I be formulated for the 
M(t)/M(tl/1 loss system. Using the Chapman 
Kolmogorov equation we can derive the following 
differential-difference equations for the 
system: 

r'>1 et, 1 i 

p( t, 1 l 

where 

p (t, 1 l 

-\(t)p0(t,1)+µ(tlp1Ct,1) 

\(tlp
0
Ct,1)-µ(tlp1Ct,1) 

A(t)p(t) 

[

p (t, 1 )] 

= p~ (t, 1 l [

-\(t) 

A(t) = \(t) 

( 1) 

where p.(t,1), (i=0,1), are the probabilities 
that at

1
time t, i channels of the single channel 

system would be occupied, and \(t) and µ(tl are 
the time-varying arrival and service rates 
respectively. In matrix form equations (1) 
become: 

(2) 

µ(t)] 

-µ(t) 

The problem is solved if equation (2) is 
solved, but unfortunately it is not always easy 
to do so since there is yet no general method 
for solving matrix differential equations with 
a time-varying coefficient matrix, A(t). 

Let us assume that calls arrive to the 
1-channel system according to the arrival 
pattern in Fig. 1 which consists of three 
'bursts' of constant traffic. It is described 
by: 
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Al tE co ,t,J 

\
2 

t c (t1,t2] \ (tl = <; 
A3 t E (t2,t3] 

0 elsewhere 

p(t, 1 l 
[

p (t, 1 )] 

= p~(t, 1) 

(5) 

The coefficient matrix to equation (2) is 
(3) now a constant matrix and thus can be solved, 

which gives: 

p(t, 1) 

,3--l- --- - - - - -,----- 

,,---1- - -- 

(6) 

,1 

The exponential of a matrix A is defined 
by 

exp(A) 

t, IJ 

Fig. 1 - A scorrple discrete arrival pattern 

Let us also assume that the service rate is 
time-varying and obeys the service pattern 
shown in Fig. 2. It is described by: 

)JJ t E C0 ,t1] 

JJ2 t E (t
1 

,t2] µ(t) =<; 
µ3 t E (t

2
,t

3
] 

0 elsewhere 

µ(t) 

,,, 

µJ-1- - - - - - - - - T'----- 

It can be evaluated by several methods 
<Refs. 3, 4). 

Therefore at t=t1 the solution is: 

where 

and e<0,1) is the initial 
the first traffic burst. 
required as it represents 
distribution at t=O. 

( 7) 

( 4) 
probabi I ity vector to 
It could be set as 
the probabi I ity 

µ1-t---"---- 

µ1-;- - - - -t----- 

For the second traffic burst in subinterval 
(t1,t2], equation (2) becomes: 

e<t,,) (8) 

where 

t, 11 

Fig. 2 - A scorrple discrete service pattern 

Wathen have at t=t2: 

Now consider the first subinterval (O,t1]. 
In this subinterval the arrival rate is \1 and 
the corresponding service rate is JJ1, that is 
they are both constants. The blocking 
probability at t E (O,t1] could be found by 
solving: 

(9) 

where ect,,1) is the 'initial' probability vector 
to this second burst of traffic. 

p(t, 1) 

where ( 10) 
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where p(t2, 1) is the corresponding 'in iti a I' 
probabi I ity vector. 

From equations (7), (9) and (10) we have: 

e(t1,,) 

e(t2, 1) 

e(t3' 1) 

exp(A,tit1l£(0,1) 

exp(A26t2lp(t1,1l 

exp(A36t3
)p(t2,1) 

Thus we can evaluate the blocking probabi 1- 
ity at any time point by choosing the appropriate 
6ti. For example, to find the blocking 
probabi I ity at t=2.7, say, we would have: 

p( 2. 7, 1) 

We can easily generalize the above formu 
lation to the case where the arrival pattern has 
k 'bursts' of constant traffic. Assuming that 
each burst is of duration one and 6ti=1.0, we 
have at t=k: 

2< k, 1) 
"'> p( k, 1) 

AkpC k, 1) 

exp(Akl£(k-1, 1) 

exp(Ak)exp(Ak_1)£(k-2, 1) 

{

k-1 } 
= TTexp(Ak_.) p(0,1) 

j=O J - 

C 11) 

( 13) 

The above expressions are equivalent to 
starting off from an initial state and keeping 
\andµ constant for the appropriate subinterval. 
In fact they give the general solution for 
Pi(t,1) with constant A andµ in each subinter 
val. 

The only problem left is to evaluate the 
matrix exponentials. Unfortunately we cannot 
write exp(A)exp(B)=exp(A+B) since the matrices 
exp(A) and exp(B) do not commute in general 
(Ref. 4). However the above expression (13) 
can be evaluated by a computer quickly and 
efficiently. The matrix exponentials can be 
evaluated in a closed form by using the 
Lagrange Interpolation Method to express 
exp(A16ti) as a matrix. Other methods are also 
available (Refs. 3, 4). Working on Ai where: 

IA. - lsl = 0 
I 

where s1 and s2 are the eigenvalues of Ai. 
Using the abovementioned method we have: 

where b=exp(-6ti(\i+µjll. 

The above method can be extended to higher 
order matrices corresponding to multiple-channel 
systems although the algebra would become 
tedious. For this case other methods could be 
more feasible. However once we obtain a matrix 
like (15) the computation of blocking 
probabi I ity is straightforward. 

lc(t) 

16 

14 

12 

10 

Fig. 3 

=> 0 

[

µ.+\.b 
I I 

X \/1-b) 

( 14) 

( 15) 

10 12 14 16 18 20 22 24 26 28 

Discrete arrival pattern 

3. EXAMPLE 

As an i I lustration consider the arrival 
pattern in Fig. 3. Here we have discrete 
arrival rates and the subinterval is taken to be 
unity, i.e. 6ti=1 for i=1,2, ... for simplicity. 
We also let the service rate be constant, 
although the procedure developed above is 
applicable for time-dependent service rates. 
The procedure was implemented on a VAX 11/780 
computer and we obtained the congestion function 
i I lustrated in Fig. 4. At t=O we let 

p(O, 1) [1 

Ai 

we have: 

As can be seen from the graphs the blocking 
probabi I ity 'fol lows' the arrival rates as 
expected. As traffic is abruptly cut off at 
t=26 the p robab i I i ty I i ngers on and decays. 
Also as the service rate increases, the 
probabi I ity is lowered as expected and as 
traffic is cut off the decay is more rapid for 
the higher service ra+es . 
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Fig. 4 - Blocking probability for different 
service rates,µ, for the discrete 
arrival pattern shown in Fig. 3. 

4. APPLICATION TO CONTINUOUS ARRIVAL PATTERNS 

The next logical step would be to adapt the 
procedure to the case when both arrival and 
service rates are continuous functions of time. 
A way to do this would be to discretize the 
continuous functions, and then apply the 
procedure. 

l.(t) 

Fig. 5 - Approximating \(t)=t with Lti=2.0 

For example suppose that our arrival rate 
is \(t)=t as shown in Fig. 5. We discretize 
this function by replacing it with bursts of 
traffic with constant intensities as shown in 

the same figure. The smal !er the subinterval, 
the better the function is approximated, and 
hence the more accurate our approximation would 
be. We then apply the above procedure to these 
bursts of traffic as before and we should get 
a good approximation, depending on the length 
of the subinterval chosen. In this example we 
let the service rate be one for simplicity. 
The results are set out in Table 1 for 
different Lti's, with the single channel being 
free at t=O. 

As a comparison we also compute the exact 
blocking probabi I ity for the above function, 
\(t)=t, using: 

/\ ( t) p O ( t' 1 ) -µ ( t) p 1 ( t' 1 ) 

1-pl (t, 1 l ( 16) 

From (16) we have: 

\(t)(1-p1 (t,1))-µ(tlpl(t,1) 

=> p 
1 

( t , 1 l + ( A C t l+µ ( t l l p 1 C t , 1 l = \ ( t l 

The integrating factor to (17) is 

( 17) 

and hence 

Pi(µ, llexp~!>+µ)df 1:0 i: Hs)e,p-OlHµ)+ s 

P1 (0, I J 
( 18) 

TABLE 1 Comparison of exact and discrete method 

TIME EXACT DISCRETE METHOD 
Mi=0.1 Mi=0.01 Mi=0.001 Mi=0.0001 

0.5 0. 1005 0.0826 0. 1023 0. 1007 0. 1006 

1.0 0. 2986 0.2776 0.3006 0.2988 0.2986 

1. 5 0. 4782 0.4622 0.4797 0.4783 0.4782 

2.0 0.6018 0.5915 0.6028 0.6019 0.6018 

2.5 0.6794 0. 6728 0 .6800 0.6794 0.6794 

3.0 0. 7295 0.7250 0.7299 0. 7295 0. 7295 

3.5 0.7645 0.7612 0.7648 0.7645 0.7645 

4.0 0. 7908 0.7882 0.7910 0.7908 0.7908 

4.5 0. 8114 0.8094 0.8116 0.8115 0.8114 

5.0 0.8282 0.8266 0.8284 0.8283 0.8283 
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The exact blocking probability for \(t)=t 
can be obtained by using t~e function in equation 
(18). Since we are comparing it with the 
discrete procedure we let µ=1 and p1(0,1)=0 in 
the same equation. This exact probability is 
also set out in Table 1. 

As expected the discrete method gives a 
good approximation to the continuous arrival 
pattern. By choosing a smaller subinterval we 
are able to obtain a better approximation. For 
the case when 6ti=0.0001, there are 50,000 x 22 

multi pi ications and even in this case the error 
propagated is minimal. 

5. CONCLUSION 

The discrete method outlined above has been 
applied to one discrete and one continuous 
arrival case. Only results obtained for the 
continuous case for one channel could be 
verified as an exact expression for it exists. 
It should be emphasized that although examples 
given above are for constant service rates, the 
method given is also applicable to time-varying 
service rates. 

exact. A numerical method would have to be 
developed to compute these matrix exponentials 
which exploits the properties of our special, 
tridiagonal coefficient matrix, Ai, in the 
case of large systems. 
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A Simulation of the Level 2 of the CCITT 
Common Channel Signalling System No. 7 
I.P.W. CHIN and H.K. CHEONG 
Telecom Australia Research Laboratories 

A simulation model of the end-to-end message transfer delay between 
wo signalling points of the CCITT Common Channel Signalling System No. 7 
is constructed and used to study the waiting time statistics in the 
level 2 transmission buffer. The results obtained from the simulation 
study are found to be close to those calculated using the queuing 
formulae recommended in the CCITT Yellow Book, thus corroborating the 
accuracy of these formulae and increasing confidence in the viability of 
the simulation model for studying the end-to-end message transfer delay 
of network configurations of a more complex nature. 

1 . INTRODUCTION 

The CCITT No. 7 Common Channel Signal I ing 
System (CCSS) (Ref. 1) is a packet switched 
data communication system designed to support 
s i gna I Ii ng traffic and other information 
transfer between processors in a telecommuni 
cation network. Basically, CCSS No. 7 comprises 
two parts: a Message Transfer Part (MTP) and 
one or more User Parts (UPsl handl Ing and/or 
generating user messages. The MTP is composed 
of the first three levels of a four-level 
functionally divided hierarchy and the various 
UPs form the fourth level as depicted in 
Figure 1. 

Signal I ing information transfer in the form 
of messages between any two signal I ing points 
is supported by functions of the MTP. The 
lengths of the Message Signal Units (MSUs) are 
variable but are restricted to an integer number 
of bytes (octets). 

Other messages types are Fi ll-ln-Signal 
Unlts (FlSUs) which are sent when there are no 
messages waiting to be transmitted, and 
Link-Status-Signal-Units (LSSUs) which are 
sent during initialisation to Indicate the 
status of the link. 

Paper received 1 March 1984. 
Final revision 21 May 1984. 

Error correction is achieved by retrans 
mission of the messages as a result of either 
imp I icit or exp I icit requests depending on the 
method used. There are two types of error 
correction methods: 

1. the Basic method which is a non-compel led, 
positive and negative acknowledgement, retrans 
mission error correction procedure primarily 
for use on I inks with short propagation delay, 
i.e. national terrestial links; and 

2. Preventive Cyclic Retransmission (PCR) 
method wh i eh is a non-compe I I ed positive 
acknowledgement, forward error correction 
method in which messages not yet acknowledged 
are cyclically retransmitted when no new 
message is avai I able for transmission. The 
advantage of using this error correction method 
is that it is not necessary to wait for a 
negative acknowledgement to arrive before 
starting retransmission. This method wi I 1 
mostly be used on satellite links with longer 
propagation delay. 

Only the simulation model of the Basic 
error correction method is considered in this 
paper as this method is I ikely to be predominant 
in the future Australian CCSS No. 7 national 
network. 

Initially, telephone services wi I I form the 
main part of the signalling traffic in a No. 7 
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signal ling system. The system is required to 
transfer messages at a rate which wi I I satisfy 
the performance criteria of the telephone network 
it serves. It is therefore important that a 
technique to study the performance specification 
of a simple network configuration be developed 
and its accuracy established so that more 
complex network configurations, which cannot be 
described in terms of a set of mathematical 
equations, can be investigated. 

In this study the General Exchange Simulator 
(GES) software package (Refs. 5, 6), developed 
by the Research Department of Telecom Australia, 
is used to simulate the end-to-end transfer 
delay of MSUs between two signal Jing points. In 
the simulation mode!, only the basic characteri 
stics and functions of the No. 7 protocols which 
affect the message transfer_delay are preserved. 
To ensure generality in its applications, the 
model includes some processing and buffering 
delays in each level of the MTPs, in addition 
to the explicitly specified queuing delay 
present in the level 2 transmission buffer. By 
adjusting the input parameters in the model, 
the presence of implementation delays in the 
MTP is readily incorporated in the simulation. 
Jn any implementation of the No. 7 system, it 
ls anticipated that the queuing delay in the 
level 2 transmission buffer wi I J be a major 
variable component in the end-to-end message 
transfer delay. The formulation of a 
mathematical model for calculating this delay 
for transmission with and without disturbances 
is already in existence (Ref. 2). The detai I 
of this is provided in Section 4. In this 
report, a study of the accuracy of these 
formulae wi JI be given. The result of this 
study is given in Section 5. A more general 
study of the end-to-end transfer delay is not 
possible at this stage because of the general 
lack of knowledge of the presence of other 
implementation delays and their parameters to 
allow a more realistic study. 

2. A PROPOSED MODEL OF THE CCSS NO. 7 

The CCSS No. 7 as specified by CCITT (Ref. 1) 
is a complex system. Assumptions and simpl ! 
cations about the real system must be made in 
order to be able to simulate it. 

2.1 Assumptions of the Proposed CCSS No. 7 
Model 

1. The No. 7 signalling network configuration 
studied consists of two Signal I ing Points (SPs) 
connected by a signal ling data link (Fig. 2). 
This network configuration was chosen because 
it is simple and allows a direct comparison of 
the message transfer delay with that provided 
by the CCITT formulae; 

2. Signal ling traffic is generated by level 4, 

DATA LINK 

SIGNALLING 
POINT A 

SIGNALLING 
POINT B 

Fig. 2 CCSS No. ? model configuration 

the User Part (UP), and is characterised by the 
cal I mix distribution, i.e. the distribution of 
the I ength of Message Si gna I Units ( MS Us l, and 
the distribution of the interarrival time 
between MSUs; 

3. Signal I ing traffic is sent from SPA to SPB 
with acknowledgement messages travel! ing in the 
opposite direction; 

4. The queuing discipline for the MSUs 
waiting in the Transmission Buffer (TB) queue 
is First In First Out (FIFO); 

5. The processing and emission of an MSU in 
level 2 are assumed to be operated in tandem, 
i.e. messages arriving in the TB are serviced 
first by the processing stage (1st server) and 
then the emission stage (2nd server) as shown 
in Fig. 3; 

DIRECTION Of QUEUE 

~ 

TRANSMISSION BUFFER (TB) 
QUEUE 

Fig. 3 - The processing and emission stages 
of an MSU 

6. During the processing stage, each MSU 
incurs a constant processing time delay equal 
to the sending level 2 processing time delay; 

7. Entry to the emission stage by the MSU is 
only allowed when there is no MSU or FISU 
currently being emitted, otherwise, the MSU is 
held back until the emission of the preceding 
MSU or F!SU has been completed. Similarly, 
entry to the processing stage is delayed ti I I 
the previous message has been passed to the 
emission stage; 

8. FISUs 
channel is 
arrived in 
processing 
service; 

PROCESSING STAGE 

1st SERVER 

EMISSION STAGE 

2nd SERVER 

are transmitted only when the 
free and the next MSU has not 
the TB or is sti I I being held 
stage waiting to complete its 

data 

in the 

9. The emission time of an FISU is assumed to 
be dependent only on its length and transmission 
rate of the I ink; 

10. MSUs emitting from level 2 are delayed by 
a fixed time period equal to the signalling 
I ink propagation delay before they are passed 
to the remote terminal. The propagation delay 
in I eve I 1 . is de pen dent on the I ength of the 
Ii nk. 

2.2 Simplification of the Error Correction 
Protocols 

In the CCSS No. 7 recommendations, the 
receipt of an erroneous message at the remote 
end causes the rejection of al I subsequent MSUs 
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unti I the erroneous MSU is corrected by 
retransmission(s). The retransmission is 
invoked by the receipt of a negative acknowledge 
ment at the sending end. Simplification of the 
model I ing of the above error correction protocol 
is achieved by associating a 'penalty' 
emission time to the MSU at level 2, when it is 
deemed that the present emission of the MSU 
wi 11 result in an erroneous transmission. This 
is treated as a stochastic event in the 
simulation model, with the probabi I ity of such 
an occurrence being equal to Pu, the probabi I ity 
of an MSU being received in error. The 'penalty' 
for each failure to successfully emit an MSU 
is to wait for a time period equal to the 
signal I ing loop delay, before another attempt 
to emit the same MSU is made. (The signal ling 
loop delay is the time elapsed between the 
start of emission of the MSU and the receipt of 
its negative acknow I edgement). In other words, 
the simulation wi I I attempt to emit the MSU 
repeatedly unti I a successful attempt is 
encountered. For each unsuccessful attempt, the 
MSU must wait for a period equal to the 
signal I ing loop delay before another attempt 
is a I lowed. 

The above model wil I ensure that end-to-end 
message transfer delay statistics equivalent to 
that of the Basic error correction method w1 I I 
be obtained. This is deduced by noting that in 
the Basic error correction method, if an MSU is 
incorrectly received a request for its 
retransmission (in the form of a negative 
acknowledgement) is sent. The MSU is retrans 
mitted when the negative acknowledgement is 
received. Thus the 'wasted time' caused by a 
transmission error is given by the signal I ing 
loop delay. 

3. PARTITIONING OF THE PROPOSED MODEL 

Figure 4 shows the partitioning of the above 
proposed CCSS No. 7 model into functional blocks. 
The various functional blocks are: 

(I) The Sending Node 

(al one level 4 functional block (SL4l; 

(b) two level 3 functional blocks (SL3), namely: 

(i) the buffer (SL3-buffer); and 

(ii) the message hand I ing function 
(SL3-message handling). 

(c) three level 2 functional blocks, namely: 

(il the transmission buffer monitor 
(SL2-TB monitor) 

(ii) the processing stage 
(SL2-processing); 

(iii) the emission stage (SL2-emission). 

( d) one level 1 functional block (SL1). 

(Ill The Receiving Node 

(al one level 4 functional block (RL4); 

( b) one level 3 functional block (RL3); and 

(c) one level 2 functional block (RL2). 

The interactions between each level are 
expressed using the CCITT Specification and 
Description Language (SOL) (Ref. 3) diagrams and 
are published in Ref. 4. 

3. 1 Description of the Traffic Model 

(I) The Sending Node 

(a) Sending Level 4 (SL4) 

In the CCSS No. 7, messages are generated 
by the level 4 User Part. Depending on the 
application, each User Part wi I I have its own 
traffic characteristics, which may be character 
ised by the distribution of the interarrival or 
generation rates of the messages and the 
distribution of the message lengths. 

In the s i mu I at ion, I eve I 4 is mode I I ed by 
a single traffic generator to represent the 
composite traffic generated by al I User Parts. 

MSUs MSUs 

s::J I SL2-TB MONITOR 

I I BUFFER 

I I ~ ~ 
MESSAGE LJ I ~ HANDLING SL3- SU RL2 RL3 RL4 

MESSAGE SL2-PROCESSING 
HANDLING 

I SL4 I SL2-EMISSION 

MSUs 

SIGNALLING POINT A 

\,_ _,I 
V 

SIGNALLING POINT B 

Fig. 4 Functional blocks of the CCSS No. 7 model 
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The distribution of the interarrival times of 
the composite traffic to be generated must be 
specified by assigning a value to the input 
parameters, the mean and the standard deviation 
of the required distribution. By appropriate 
choice of the mean and standard deviation, 
smooth, pure chance or rough traffic streams can 
be simulated. Through the use of pseudo random 
numbers, the MSUs interarrival times are then 
generated, in accordance with the specified 
distribution. 

The distribution of the lengths of the 
MSUs generated must also be specified prior to 
the simulation. This is achieved by specifying 
the types (or lengths) of MSUs I ikely to be 
encountered in the study and their associated 
probabi I ity of occurrence. In the simulation, 
the MSUs created by the traffic generator are 
'tagged' to have a particular bit length in 
accordance.with their specified relative 
frequency of occurrence. 

(b) Sending Level 3 (SL3) 

The processing of MSUs received from 
level 4 is characterised by a specified level 3 
sending processing time delay. The total time 
an MSU spends in level 3 consists of the 
queuing delay (in the SL3-buffer) plus the 
service time (which is a specified sending 
level processing delay). 

Signal I ing network management functions 
are not included in this model as we are 
presently more concerned with studying the 
signal I ing traffic transfer characteristics 
under normal (i.e. no failure) operating 
conditions. 

(c) Sending Level 2 (SL2) 

In the model, MSUs arriving in the TB are 
queued before they are processed and emitted on 
to the data link. The processing and emission 
of an MSU i~ level 2 is assumed to be operated 
in tandem. This is represented by a tandem 
server queue in the model, where MSUs arriving 
in the TB are serviced by a processing stage 
(first server) and an emission stage (second 
server). The server discipline of the queue 
requires that each MSU has to be processed by 
the first server before being allowed into the 
emission stage. Also, the first server may not 
pass a processed MSU to the second server if 
the second server is busy emitting the 
previously processed MSU or an FISU. Once it 
has passed the MSU to the emission stage the 
processing stage may commence processing the 
next MSU in the queue as depicted in Figure 3. 

The service time for the processing stage 
is assumed to be constant for al I MSUs and 
equal to the level 2 processing time delay. 
The service time for the emission stage is 
dependent on the bit length of the MSU and the 
transmission rate of the data channel. 

FISUs are transmitted only when the data 
channel is free and the next MSU is stil I being 
held in the processing stage waiting to complete 
its service or the TB queue is empty. The 
emission time of an FISU is assumed to be 

dependent only on its length and the transmission 
rate of the link. 

(d) Sending Level 1 (SL1) 

The modelling of level 1 consists of 
representing the signal I ing link propagation 
delay, which is fixed by the length of the I ink. 

MSUs received from level 2 are delayed by 
a fixed time period equal to the signal ling 
link propagation delay before they are passed 
to the remote terminal. 

( 11) The Receiving Node 

(a) Receiving Level 2 (RL2) 

Receiving level 2 is model led by a buffer 
where all MSUs arriving from the receiving level 
1 are queued before sending them to level 3. 
The service time of this FIFO queue is assumed 
to be equal to the level 2 processing delay. 

( b) Rece iv i ng Leve I 3 ( RL3) 

As we are concerned with the SP-SP transfer, 
the model ling of message discrimination 
functions is not considered, thus the total 
time spent by the MSUs in the receiving level 3 
is model led by queuing them in a FIFO buffer. 
The service time of this FIFO queue is assumed 
to be equal to the level 3 processing time 
delay. 

(c) Receiving Level 4 (RL4) 

MSUs destined for this node are absorbed 
after they have been processed by the receiving 
level 3 functions. 

3.2 Adjustments made to the Proposed CCSS 
No. 7 Model 

In the CCITT recommendations, a set of 
formulae was given to calculate the queuing 
delay in the presence and in the absence of 
errors. This set of formulae covers the queuing 
process in the TB only, therefore, the para 
meters of the model described in Section 2 must 
be suitably adjusted to ensure that the effect 
of the presence of queues in al I other levels 
is eliminated. To achieve this effect, a zero 
processing time delay is assigned to al I the 
levels, including the level 2 processing time, 
so that an MSU sent from level 4 wi II pass 
through only one queue, namely the queue in the 
TB, before being emitted onto the data I ink. 
In the simulation, the time elapsed between the 
arrival of the first bit of an MSU in the TB and 
the time when the last bit of the MSU is 
emitted, or re-emitted for the last time in case 
of retransmissions is recorded. This elapsed 
time is known as +he waiting time of an MSU in 
the TB. This is closely related to the CCITT 
defined queuing delay (see Section 4), i.e. the 
waiting time is the sum of the CCITT defined 
queuing delay plus the emission time of an MSU. 

In the CCSS No.7, there is no exp! icit 
buffer in level 3 (it is entirely implementation 
dependent). In the simulation model MSUs 
received from level 4 are queued in a buffer. 
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This is to enable the monitoring of the frequency 
of occupancy of this buffer and the evaluation 
of the probabi I ity that level 3 is 'busy', i.e. 
engaged in serving an MSU when another MSU 
arrives from level 4. 

4. MATHEMATICAL MODEL OF THE CCSS NO. 7 

The CCITT queueing delay for the Basic error 
correction method is defined as the time elapsed 
between the arrival of the first bit of the MSU 
in the TB and the time when the first bit of the 
MSU is emitted onto the data channel for the 
last time. The model used for calculating this 
delay is a non-pre-emptive priority M/G/1 queue, 
i.e. the customer interarrival time is assumed 
to be Poisson distributed (M) and the service 
process is assumed to be general distributed (G) 
with a single (1) server queue. MSUs are 
considered to have higher priority of being 
served than the FISUs, but they (MSUs) can 
interrupt the serving of FISUs only when the 
FISU currently being served has completed its 
service. The service times of MSUs and FISUs 
are assumed to be proportional to their bit 
lengths respectively. 

The CCITT formulae for calculating the mean 
and variance of the queuing delay are given 
below. A detailed exposition of their 
derivations is given in Ref. 7. 

The notations and factors required for 
calculation of the queuing delays are as fol lows: 

mean queuing delay In the absence of 
disturbances 

variance of queuing delay in the absence 
of disturbances 

mean total queuing delay 

0i variance of total queuing delay 

a traffic loading by message signal units 
(MSU)(excluding retransmission) 

Tm mean emission time of message sign.al uni-t-s 

p 
u 

emission time of fi I I-in signal units 

signal I ing loop propagation time including 
processing time in signal I ing terminal 

error probabi I ity of message signal units 

k =2ndmomentofmessagesignal unitsemissiontime 
1 T2 

m 

k =3rdmomentofmessagesignal unitsemissiontime 
2 T3 

m 

Note: As a consequence of zero insertion or 
1bit stuffing' at level 2 (see recommendation 
Q.703, ss 3.2), the length of the emitted signal 
unit will be increased by approximately 1.6% on 
average. However, this increase has neg I igible 
effect on the calculation because of the 
infrequency of bit stuffing and the marginal 

increase in the service time of those MSUs which 
have extra zeroes inserted. 

The parameters used in the formulae are as 
follows: 

t f = T/Tm 

t L = T L/Tm 

E1 = 1 + PutL 

E2 = k1 + PutL(tL + 2) 

2 
E3 = k2 + PutL(tL + 3tl + 3k1l 

5. RESULTS 

The simulated mean and variance of the 
waiting time(= queuing time+ service time) in 
the TB were monitored and the values compared 
with those obtained from using the CCITT queuing 
formulae given in Table 1. The message mix 
distribution used in the study, shown in Table 2, 
is based on the traffic model used in Ref. 7 
for studying traffic behaviour using en-bloc 
signal I ing. The signal I ing loop delay is 
assumed to be 3.2 ms. This delay represents SPs 
separated by distances up to 100 km, e.g. 
serving a metropolitan network. Tables 3, 4 and 
5 show the simulated and mathematical results 
for mean and standard deviation of the MSU 
waiting time in the TB with error rates of 0.0, 
1x10E-3 and 4x10E-3 respectively. Also shown 
are the 95% confidence I imits for the mean of 
the MSU waiting time in the TB, calculated using 
the central limit theorem. A ccmparison of the 
results is presented in graphical form in 
Figures 5, 6 and 7. 
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TABLE 1 - Queuing delay formulae 

Error 
correction Disturbance 

Mean Vari a nee 

method Q 2 
(J 

Qa +, ak1 
2 2 2 

Absence 
oa tf a[4k2 - (4k2 - 3k )a] 

-= -+ -= -+ 1 
Tm 2 2( 1 - a) T2 1 2 1 2 ( 1 - a/ 

m 

Basic 

Qt \ aE 
2 2 2 

Presence -= -+ 2 + E - 1 
ot = 2:..t_+ a[4E3-(4E1E3-3E2)a] 

T 2 2( 1 - aE
1 
l l 

2 2 + 
T 12 12 ( 1 - aE l 

m m 1 

+ P (1 - P )t2 
u u L 

TABLE 2 - Distribution of MSU lengths used 
for the study 

Length (bits) 176 112 104 Total 

Percentage of 
messages per ea 1 1 19.8 18.6 61. 6 100 
in both directions 
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TABLE 3 Comparison between calculated and simulated waiting 
times for Pu= 0.0, TL = 3.20 ms 

Mathematical Simulated 

\ Mean Std. Dev. :\ Mean and 95th 
Std. Dev. Error Rate Sample 

MSUs/s ms ms MSUs/s percent i I es ms X 10-3 Size (MSUsl ms 

50 2.35 .63 49.2 2.33 ± 0.02 .61 0.0 4922 

100 2.47 .78 98.7 2. 48 ± 0.02 .78 0.0 9874 

200 2.84 1. 19 199.5 2.86 ± 0.02 1.20 0.0 9973 

300 3.51 1. 90 300.6 3.54 ± 0.02 1. 92 0.0 27057 

400 5. 18 3.60 396.9 5. 14 ± 0. 04 3.63 0.0 35724 

450 7.50 5.94 447.7 7. 66 ± 0. 06 6.36 0.0 40293 

475 10. 13 8.57 472.6* 9.48 ± 0.08 7.79 0.0 33085 

500 16.56 15.01 500.0* 15.73±0.14 13.09 0.0 34998 

* Statistical equi I ibrium not achieved 

TABLE 4 Comparison between calculated and simulated 
waiting times for Pu= 0.001, TL = 3.20 ms 

Mathematical Simulated 

:\ Mean Std. Dev. :\ Mean and 95th 
Std. Dev. Error Rate Sample 

MSUs/s ms ms MSUs/s percent i I es ms X 10-3 Size (MSUsl 
ms 

50 2.35 .64 49.6 2.36 ± 0.02 .64 1. 21 4959 

100 2.48 .79 100.0 2.48 ± 0.02 .79 1.00 10020 

200 2.84 1. 20 199.5 2.84 ± 0.02 1. 17 .85 19949 

300 3.52 1. 92 302.7 3.57 ± 0.02 1. 95 .99 30275 

400 5.22 3.64 398. 1 5.22 ± 0.04 3:59 .80 39813 

450 7.59 6.03 451. 9 7.55 ± 0.05 5.86 .75 45194 

475 10.29 8.73 470.8* 10.07 ± 0.08 8.53 .89 47078 

500 17.02 15.47 497.9* 18.59 ± 0. 18 20.08 1. 11 49793 

* Statistical equi I ibrium not achieved 

TABLE 5 Comparison between calculated and simulated 
waiting times for Pu= 0.004, TL = 3.20 ms 

Mathematical Simulated 

:\ Mean Std. Dev. :\ Mean and 95th Std. Dev. Error Rate Samp I e 
MSUs/s ms ms MSUs/s percentiles 

ms X lQ-3 Size CMSUs) ms 

50 2.36 .67 50.6 2.38 ± ,0.02 .65 3.36 5060 

100 2.49 .82 100. 1 2.50 ± 0.02 .79 3.80 10009 

200 2.87 1. 24 198.7 2.84 ± 0.02 1. 16 4.43 19868 

300 3.56 1. 97 304.2 3.58 ± 0.04 1. 97 4. 11 30424 

400 5.33 3. 76 401. 4 5.39 ± 0.04 3.83 4. 14 40144 

450 7.85 6.30 448.2 7.63 ± 0.06 5.97 4.82 44816 

475 10.80 9.25 471.4* 10.04 ± 0.08 8.66 4.69 47135 

500 18.53 17.00 502.3* 20. 61 ± 0. 16 18.69 3.78 50225 

* Statistical equi I ibrium not achieved 
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6. OBTAINING STATISTICAL EQUILIBRIUM 

In this si~ulation study the first ten 
thousand samples of MSU transfer times were 
discarded to minimise the chance of the sample 
collected being biased, brought about by early 
cal I arrivals finding the TB queues empty and 
obtaining immediate service. Generally, two 
methods are used to eliminate the bias: the 
user can either start the simulation run in an 
id I e state and run it unt i I transient effects 
are insignificant before commencing collection 
of statistics, or alternatively, the user can 
begin a simulation run with a-priori state 
conditions to reduce the transient period. 
A-priori state conditions are normally 
employed for systems where there is adequate 
information on the expected conditions to 
make it feasible to choose better initial 
conditions than the idle state. Since this is 
the first time any simulation of this type has 
been app Ii ed to the No. 7 s i gna I Ii ng system, 
the possibi I ity of using a-priori state 
conditions was disregarded. 

Discarding the first ten thousand samples, 
it was found that good agreement was achieved 
between the simulated results and their 
corresponding analytical values given by the 
CCITT formulae for cal I rates up to 450 MSUs/s 
(approximately 0.84E). Slight discrepancies 
shown are unavoidable because of inherent 
statistical variations normally associated 
with a simulation model. 

For cal I rates above 450 MSUs/s, there 
was some deviation between theoretical and 
s i mu I ated resu Its. It was found that under 
such high traffic intensity, the mean and 
variance were sti 11 fluctuating when the 
simulation was stopped. This suggests that the 
transient period extends beyond the first ten 
thousand samples and the statistics collected 
are biased. This is further supported by the 
observation that the theoretical values of runs 
marked with an asterisk, uni ike those for 
lower rates, are not within the bounds of the 
95th percentile calculated from the central 

I imit theorem. 

Complete statistical equi I ibrium in the 
simulation can only be achieved with an 
infinite sample size. In the present study an 
approximate approach was adopted. Statistical 
equi I ibrium was considered to have been achieved 
when there was no appreciable change in the 
mean and standard deviation when the sample 
size was further increased. Thus, for better 
agreement between simulated and calculated 
results, those runs marked with an asterisk in 
Tables 3, 4 and 5 should consider a larger 
sample size. For example, when a larger 
sample size of 80737 was taken for an MSU 
arrival rate of 475 MSUs/s and a I ink error 
rate of 0.001, the simulated mean and standard 
deviation of the waiting time was 10.64ms and 
8.60ms respectively. These values compare wel I 
with the calculated results shown in Table 4 
indicating that with higher cal I arrival rates 
a larger sample should be collected to reach 
steady state. 

A further refinement to the above approach 

is to collect statistics only after it has 
been detected that there is no appreciable 
change in the mean and standard deviation when 
the sample size is further increased. This 
has an advantage of assuring that an 
appreciable degree of statistic equi I ibrium is 
achieved before statistics are collected. The 
method of simply discarding the first ten 
thousand MSUs was a convenient and 
satisfactory approach only for lower I ink 
occupancy rates. 

7. GENERATION OF POISSON TRAFFIC 

Some caution must be exercised when 
choosing the 'seed' for the pseudo random 
number generator for the simulation runs. For 
example, the interarrival times of MSUs in the 
TB are dependent on the assumption that the 
pseudo random numbers used in the simulation 
are uniformly distributed. Any deviation from 
this assumption wil I result in a non-Poisson 
traffic stream arriving at the TB. This may 
cause the simulated results to depart from 
their theoretical values, especially under 
high I ink occupancy rates. 

Several random seeds were tested and used 
to generate a set of pseudo random numbers 
which are uniformly distributed. A Chi-square 
test was used to determine the best seed-and 
703981 was ultimately selected for the CYBER 76 
computer. It should be noted that the best 
seed for generating pseudo numbers is device 
dependent. 

8. PERFORMANCE OF THE GES PACKAGE 

The performance of the GES package in this 
reasonably simple study was quite good. The 
simulation time required to achieve statistical 
equi I ibrium in the study depends mainly on the 
offered traffic. For example, at an offered 
traffic of 50 MSUs/s, the Central Processing 
Unit (CPU) time required on a Cyber 76 computer 
was approximately 250 seconds to collect a 
sample size of 4922. At a higher traffic of 
475 MSUs/s, the CPU time was approximately 700 
seconds to collect a sample size of 80737 MSUs. 
These requirements are sufficiently modest to 
increase our confidence that the simulation 
package can be successfully applied to model 
more complex network configurations. Also, 
because of the relative ease in applying the 
GES package to the model I ing of complex 
processes, it is attractive to apply the 
technique to study problems where solutions are 
mathematically intractable, e.g. problems in 
flow control management and dynamic behaviour 
of systems. 

9. CONCLUSION 

Two sets of results were produced, one from 
the mathematical model of a simple CCITT 
Common Channel Signal I ing System No. 7 network 
configuration using the CCITT recommended 
queuing delay formulae for cases of transmission 
with errors and without errors, and the other 
from a simulation model of the same network 
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configuration using the General Exchange 
Simulator software package. Parameters closely 
monitored were the mean and the variance of the 
waiting time in the Transmission Buffer. 
Excel lent agreement was achieved between these 
two models, validating the formulae and 
verifying that the simulation model was working 
correctly. The deviation that was observed at 
high traffic levels is due to statistical 
equi I ibrium not being achieved, the simulation 
not running sufficiently long tor the queue to 
build up to a 'steady state' length. This 
variation is eliminated if the simulation is 
run for a longer period. It can be concluded 
from the performance of this simulation study 
that the simulation technique can be applied 
to more complex network configurations. 
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Estimation of Reference Load From Daily 
Traffic Distributions 
J. RUBAS 
Telecom Australia Research Laboratories 

This paper postulates the criteria for selecting an appropriate method 
of reference traffic load estimation from traffic measurements, reviews the 
principal methods currently in use, and proposes a new distribution-based 
method, the reference traffic load being defined as a function of the 
moments of the distribution of n busiest half hour loads. This method is 
compared with the most widely used reference traffic definitions and is 
shown to possess a number of advantages. The comparison is illustrated by 
data from the Australian Telecommunications network. 

1. INTRODUCTION of when the busy hour occurs in the days 
selected. 

Telecommunications networks are designed and 
dimensioned to provide the required inter 
communication faci I ities at minimum cost 
consistent with some specified standard of 
service. The grade of service is usually 
defined as the proportion of the offered traffic 
that may be lost or delayed during the busy hour 
because an insufficient number of circuits has 
been provided. The provision of circuits in the 
various parts of the network, i.e. network 
dimensioning, is thus based on the estimated 
traffic loads and the specified design grade of 
service. This paper is concerned with the 
estimation of representative reference traffics 
from traffic load measurements, but will also 
include some comments about the grade of 
service standards, since these two aspects of 
network dimensioning cannot be considered in 
isolation. 

Several different definitions of the 
reference traffic (or the traffic base) are used 
by different administrations and further formu 
lations for this important design parameter have 
been proposed. Probably the best known and most 
widely used definition is the average time 
consistent busy-hour (ATCBH) traffic of a 
selected number of busy days in the year. The 
choice of days included in the reference traffic 
calculation varies from administration to 
administration, thus resulting in a number of 
ATCBH traffic base variants. The CCITT 
recommended method of reference traffic 
calculation (Recommendation E500) is also in 
this category. Its definition of normal traffic 
load is the ATCBH traffic of the 30 highest 
working days during a 12 month period, while the 
high load is defined as the ATCBH traffic of the 
5 highest traffic days in the same period. 
Another frequently used method is to estimate 
reference traffic load from the busiest hour 
traffics of selected days (e.g. the busy month, 
4 consecutive busiest weeks, etc), regardless 

Paper received 30 November 1983. 
Final revision 1 August 1984. 

For many years now the practice of the 
Australian telecommunications administrations 
has been to use the ATCBH traffic during the 
busy season as the reference load for all design 
and planning purposes. The busy season is 
currently defined as the 4 consecutive busiest 
working weeks of the financial year (1 July to 
30 June). In exchanges where traffic is 
recorded outside the busy season, the recorded 
traffics are adjusted by seasonal correction 
factors, computed from the records of the 
weekly averages of total originating traffics 
during the year, or other relevant data. 

While on the whole the ATCBH traffic of 
selected number of working days has given a 
reasonably satisfactory estimate· of the 
reference load, a great deal of empirical 
evidence has accumulated in recent years which 
suggests that in a significant proportion of 
cases this method does not produce a fair 
representation of the underlying traffic load. 
Changes in shopping habits, flexible working 
hours, telephone quizzes, and programming of 
popular television shows all have had an effect 
on the distribution of telephone calls. On an 
increasing number of traffic routes the busy 
hour occurs at a different time on different 
days of the week ("bouncing busy hour" effect), 
traffic does not remain in statistical equi lib 
rium even during the busy hour, and there are 
significant differences between traffic volumes 
generated on different days of the same working 
week. This is particularly noticeable on the 
smal !er traffic routes. 

In view of the above observations, a 
review of reference traffic estimation methods 
was undertaken in Telecom Australia to investi 
gate the problems encountered with the present 
TCBH method and, if necessary, devise a better 
one. This paper reports on the results of 

, this investigation. 

This paper is substantially as presented to the 
Tenth International Teletraffic Congress, 
Montreal, June 1983. 
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2. EVALUATION CRITERIA 

To assess the suitability of a reference 
traffic definition and to compare it with other 
definitions the fol lowing criteria were used; 
they are formulated here as a set of desirable 
properties. Thus, a method used for estimating 
reference traffic load was considered 
satisfactory, if it: 

(a) was universal - i.e. independent of traffic 
intensity and its distribution; 

(b) gave a fair representation of the under 
lying traffic load regardless of its daily and 
hourly variations; 

(c) used collected traffic data efficiently; 

(d) produced a statistica.lly reliable estimate, 
meaningful for both design and performance 
evaluation purposes; 

(e) was easy to calculate from automatic load 
measurements; 

(f) was compatible with ex1sT1ng dimensioning 
methods and grade of service standards; 

(g) did not result in a significant increase in 
total common plant provision level. 

An ideal reference traffic estimation method 
should satisfy al I the above requirements, but 
(a), (b), (d) and (g) are considered the most 
important. 

3. REVIEW OF PRINCIPAL METHODS 

In this section we briefly look at the more 
important methods proposed for estimating the 
reference traffic load, or traffic base, as it 
is sometimes called, and review them against 
the criteria laid down in the previous section. 

The reference load defined as the average 
of daily time-consistent busy hour traffics has 
already been described in the introduction. Its 
many versions differ only in the selection of 
days over which the traffic is averaged. It 
appears to be the most widely used method for 
estimating reference loads despite some serious 
shortcomings. It is implicitly based on the 
assumptions that busy hour traffics are 
stationary and that the busy hour on a given 
traffic route always occurs at the same time. 
Empirical evidence suggests that there are many 
traffic routes which do not conform to either 
one or both of these assumptions. When 
assessed against the criteria of the previous 
section, the ATCBH traffic base fully satisfies 
only the last three (it must satisfy the last 
two, because the dimensioning methods and the 
grade of service standards a re genera II y based 
on it). If the number of days included in the 
estimation process is large (e.g.~ 20), the 
TCBH estimate of the mean traffic intensity 
will be fairly reliable and adequa+e for 
design purposes, but not very meaningful for 
network performance evaluation, which is 
usually based on whole day's observations. It 
necessitates the collection of considerable 

amounts of data, but only one hour's data 
from each day is used in the estimate. It does 
not give a fair representation of the traffic 
load whenever busy hours are not time-consistent, 
or traffic peaks last less than 1 hour, or the 
daily and weekly traffic profile departs 
markedly from the "normal" pattern. 

The other fairly widely used method estimates 
reference traffic load by averaging daily peak 
hour (ADPH) traffics over a number of consecutive 
(or non-consecutive) working days. As the time 
consistency constraint is not included in this 
definition of the reference load, it can cope 
we I I with traffic routes possessing a "bouncing 
busy-hour". However, here a I so only one hour's 
data is used from each day's measurement and 
variations in traffic flow profile have no 
effect on the reference load estimate. Likewise, 
this definition is also based on the "busy-hour" 
concept and the assumption of statistical equi 1- 
ibrium during this hour. If the same number of 
days is i nc I uded in the samp I e as for the ATCBH 
reference, ~his method wi II, naturally, produce 
an equal or higher estimate. If the same 
investment level in common plant is to be main 
tained, the sample size has to be increased, or 
the design grade of service standards tightened 
up. 

The third approach to reference traffic 
estimation employs a distribution of measured 
traffic samples, taken over a number of days. 
Traffic samples are average traffic intensities, 
taken over 30 or 60 minute periods during the 
busy part of the day, which includes several 
hours of data. The reference traffic load and 
the number of circuits required are then 
estimated from the moments of this distribution 
(mean and standard deviation). 

This approach has been canvassed from time 
to time in the Traffic Engineering Working 
Parties of the CCITT Study Groups and has 
received its share of attention in the 
literature (Refs. 3-8). The distribution models 
proposed to represent the traffic sample 
distribution include Normal, Pearson Type II I, 
and Weibull. Distribution-based methods do not 
involve the busy hour concept or the assumption 
of statistical equi I ibrium. By including all 
hours of significant traffic flow in the day 
good use is made of the data and a statistically 
re! iable estimate can be obtained from fewer 
days of measurement than with methods using 
only the busy hour traffics. 

On the other hand, the dimensioning of 
circuit groups in accordance with specified 
grade of service standards depends on the 
distribution model chosen. Thus, dimensioning 
tables based on the Normal distribution have 
been published (Refs. 3, 8) to support the 
reference traffic proposals made by the authors. 
The need to introduce new dimensioning models 
and traffic capacity tables probably explains 
why this approach has received I ittle support 
from telephone administrations. 

Finally, the reference load estimation 
method that has received considerable amount of 
attention in recent years is generally referred 
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to as extreme value engineering. It depends on 
the recording of only the peak value from each 
hour of measurement. The mean and standard 
deviation of the extreme value distribution thus 
obtained are then used to calculate the 
reference traffic load. The number of candidate 
hours in the sample from which peak measurements 
are taken can be adjusted to yield reference 
traffic estimates that would lead to the same 
overal I circuit provision level as that obtained 
from ATCBH estimates. This method is very 
economical in the amount of data that needs to 
be collected and is being applied to the 
administration of smal I exchanges, where busy 
hours are rarely time-consistent or the 
traffic stationary (Refs. 9-10). 

4. RTL BASED ON DAILY TRAFFIC DISTRIBUTION 

As stated- in the introduction, this review 
was started because of the failure of the ATCBH 
traffic base to represent fairly the traffic 
load on routes where daily traffic peaks are not 
time-consistent, are of shorter duration than 1 
hour, and occur many times during the day. 
Although other busy-hour based estimation methods 
are not constrained by a time consistency 
requirement, they st i I I do not differentiate 
between routes with quite different traffic 
intensity profiles. 

Also, by discarding most of the day's 
traffic data, BH-based reference load estimation 
methods require a fairly long measurement period 
to obtain a statistically reliable sample. Thus, 
BH-based methods do not meet the first three of 
our evaluation criteria I isted in Section 2. 

In view of the above considerations we 
decided to move away from the busy hour concept 
and to base the reference load definition on 
the daily traffic distribution, or at least on 
the upper tai I of this distribution. As 
elements of this distribution we chose average 
traffic intensities over successive 30-minute 
periods. Shorter averaging periods would 
introduce correlation problems, while longer 
periods would smooth out many traffic peaks that 
last less than one hour, but may contribute 
significantly to aggregate congestion losses. 
Our proposal is, thus, similar to those of 
Karlsson and Rahko (Refs. 4, 5, 6). 

Distributions of half hour carried traffic 
averages were obtained from 33 local and trunk 
routes and the fol lowing statistics computed: 
mean (x), median (m), standard deviation (s), 
and skewness (k), which is derived from the 
other three statistics as fol lows: 

k (x - m)/s ( 1) 

Analysis of these data showed that some 
distributions were fairly symmetrical about the 
mean, some were positively skew, and some 
negatively skew. Plot of the daily profi Jes 
showed the fami I iar three humps, corresponding 
to morning, afternoon and evening busy periods, 
but there was considerable variation between 
routes. Three composite da i I y prof i I es, 

representing data recorded on 5 successive 
working days, are shown in Figures 1 to 3. 
Because they are composite profiles, the 
variation between half hour averages is less 
than for a single day's data. The time 
consistent busy hour for the week is also 
shown for each route. 
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It is necessary now to consider the basis 
for circuit provision in the various parts of 
the network. Al I dimensioning methods known to 
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the author aim to satisfy some specified design 
grade of service standard (Joss or delay) with 
respect to the reference traffic load, which is 
expressed in erlangs, i.e. in units of traffic 
intensity. Th Is 1 ntens i ty in a I I BH-based 
traffic references represents average conditions 
during the busy hour of the day and, if the 
circuits are provided in accordance with an 
appropriate traffic capacity table (or computed 
from an appropriate dimensioning formula), the 
route in question is assumed to provide a grade 
of service equal to, or slightly better than, 
the speclfied standard during the busy hour. 
Yet network performance is generally assessed 
on the service given throughout the day. It is 
not difficult to see, for example, that if 
three routes carrying the traffics represented 
by Figures 1 to 3 were dimensioned for the same 
blocking probability during their respective 
busy hours, the total percentages of blocked 
ea lls during the period 9 to 24 hours would be 
different in each case. 

Obviously, it would be an advantage to bring 
the design and performance grades of service 
closer into I ine. It seemed that by basing the 
reference traffic on the whole day's traffic 
this could be achieved, if we found a simple 
mathematical model that would accurately 
represent the traffic distribution during the 
busy season. Karlsson (Refs. 4, 5) found that 
for his data the Normal distribution provided a 
satisfactory fit. Analysis of our data failed 
to confirm his conclusion: less than half of 
our data distributions satisfied the chi2 good 
ness of fit criterion with respect to the 
Normal distribution. A Shapiro-Wilk test gave 
an even stronger rejection of the normality 
hypothesis: only one third of the half hour 
traffic averages distributions passed the test 
at 5% level of significance. We then decided 
not to tie the reference traffic load 
definition to any distribution model, but to 
base it directly on the moments of the actual 
traffic distribution of n busiest half hours. 
As this distribution is often slightly asymmet 
rical, we decided to include also the skewness 
parameter k. Thus, the reference traffic load, 
in erlangs, is defined as fol lows: 

(2) 

The constants c1, c2, c3, as wel I as the 
number of terms, n, in the aistribution are to 
be determined empirically, so as to satisfy the 
last two criteria of our I ist in Section 2. In 
other words, we wish the new reference traffics 
to result in the provision of about the same 
total number of trunks in the network, when the 
same dimensioning models and the same design 
grades of service are employed. 

This "calibration" of the new reference 
traffic formula was carried out by trial and 
error, with the help of multiple regression 
analysis. The resulting traffic base is 
compared with the currently used ATCBH traffic 
base in the next Section; Table 2 testifies to 
the success of the calibration. 

The proposed reference traffic definition, 
based on all day traffic distribution (ADTDl, 

app Ii es equa II y we I I to I arge, medium, and sma I I 
traffic streams and appears to meet the criteria 
laid down in Section 2 for a design traffic 
base. Some practical application notes need to 
be made, however, to complete the proposal. 
Since a design traffic base must represent 
offered traffic, carried traffics measured on 
congested routes must be converted to offered 
traffics, before estimating the parameters of 
then busiest half hours traffic distribution 
(this must be done in estimating design 
reference traffic by any method and does not 
represent anything new). 

A question may be asked, whether ADTD-based 
reference traffic may be used for the design of 
alternative routing networks, where, at least in 
theory, we dimension for the network busy hour. 
Alternative routing dimensioning techniques have 
been developed on the assumptions of statistical 
equi I ibrium and a common busy hour. Reality, 
however, does not quite meet the idealised 
assumptions: traffic does not often remain 
stationary for 1 hour on a route, let alone on 
all routes leaving an exchange; on many routes 
the time of the busy hour varies from day to 
day - there is no common, clearly defined time 
consistent busy hour in many exchanges; the 
design traffic estimates contain measurement 
and forecasting errors, which increase the 
probabi I ity that there wi 11 be significant 
differences between the expected and actual 
traffic intensities during the nominated 
exchange or network busy hour. 

Most traffic engineers realise these limita 
tions and are not surprised when subsequent 
traffic measurements disagree with the traffic 
intensities calculated in the alternative 
routing design. By dropping the dependence on 
the TCBH concept and taking al I significant 
traffic data into consideration, the proposed 
ADTD-based design load definition wi I I result 
in more re Ii ab I e traffic estimates and more 
rea I i st i ea I I y dimensioned networks. 

5. COMPARISON WITH OTHER DEFINITIONS 

The compar:sons in this Section are based 
on carried traffic measurements taken over 5 
consecutive working days, which have been 
processed to 30-minute averages. This is 
standard procedure in Australia and such pre 
processed traffic data are readily available. 
A I I measurements were taken from routes wh i eh 
were liberally provided with circuits at the 
time, hence congestion was negligible and 
carried traffics can be assumed to be equal 
to offered traffics. 

In these comparisons we have assumed that 
al I routes are offered pure chance traffics and 
provide ful I avai labi I ity access. They are 
dimensioned from traffic capacity tables based 
on Erlang's Loss Formula. In addition to the 
number of trunks that would be provided for 
either reference traffic, we have also computed 
the proportion of traffic that would be lost 
(PTL) during the 50 busiest 30-minute periods 
(PTL = erlanghours lost/erlanghours offered), 
as a measure of service performance. In Table 
we compare the two busy-hour based reference 
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TABLE 1 Comparison of Traffic Bases on Data of Figures 1 to 3; 
Grade of Service= 0.01 

ATCBH Base ADPH Base ADTD Base 
Route 

No. Traffic Ccts PTL Traffic Ccts PTL Traffic Ccts PTL 

C-0039 9.42 17 .01305 9.70 18 .00785 10.65 19 .00455 

M-0185 12.71 21 .00806 13.22 22 .00500 13. 17 22 .00500 

R-0001 11. 75 20 .00304 11. 75 20 .00304 10.82 19 .00532 

traffics (ATCBH and ADPH) with the reference 
load based on al I day traffic distribution 
(ADTD), using the data of the routes 
ii lustrated in Figures 1 to 3. The ADTD Traffic 
Base has been computed from the moments of 50 
busiest half hours distribution, as defined by 
equation (2); the constants in that equation 
have been given the fo I lowing va I ues: 

1.0 

O; n 50 

The last term in (2) is generally very smal I 
and has been omitted in this case. 

These are relatively low traffic loads and 
the number of trunks indicated by the standard 
Erlang B traffic capacity table do not differ 
much between the three reference traffic 
definitions. However, the comparison shows the 
advantage of the distribution-based reference 
traffic definition with respect to the 
proportion of total traffic lost during the 
week. With the ADTD Traffic Base this 
proportion varies only from 0.00455 to 0.00532, 
whereas in the case of ATCBH reference this 
range is 0.01305 to 0.00304, i.e. 13 times 
wider. 

Next we compared ADTD-based reference 
traffic with the currently used ATCBH reference 

on all 33 traffic routes that have been 
analysed. Again we used the distribution of 
50 busiest 30-minute periods to estimate the 
ADTD reference, computing it from equation (2), 
with equal weights (=1) given to x, sand k. 
That is we defined the reference traffic load 
as fol lows: 

The routes were then dimensioned from Erlang 
B traffic capacity tables for three different 
grades of service - 0.005, 0.01 and 0.02. 

The total numbers of trunks that would be 
required in accordance with the two reference 
traffic deffnitions are shown in Table 2. This 
table shows that the ADTD reference traffic 

TABLE 2 

x + s + k (3) 

Comparison of Trunk Requirements 

Total No. of Circuits for 
Traffic Base G.O.S. 

Estimated From 
0.005 0.01 0.02 

ATCBH Traffic 2410 2314 2243 

ADTD (Eq. 3) 2415 2318 2245 

TABLE 3 - Comparison of Traffics, Circuit Requirements, and Lost 
Traffic Ratios on 9 Routes Dimensioned for 0.01 Grade 
of Service 

Route Reference Traffics Circuits Required PTL 

No. 
ATCBH ADTD ATCBH ADTD ATCBH ADTD 

C-0039 9.42 10.90 17 19 .01305 .00455 

C-3004 239. 34 248.96 ,262 272 .01169 .00548 

C-3050 252.22 259.97 275 293 .01020 .00564 

B-0011 74. 15 76. 19 90 92 .00848 .00623 

B-3001 126.26 124.84 145 143 .00513 .00653 

M-0010 25.95 28.01 37 39 .01118 .00637 

M-3004 320.89 312.56 345 337 .00366 .00630 

M-3050 333.51 324.28 358 349 .00364 .00655 

S-0052 26.90 28.58 38 40 .00878 .00438 
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estimation method based on equation (3) 
satisfies wel I the requirement of no significant 
increase in total trunk provision, i.e. 
condition (g) of Section 2. 

Looking at the routes individually, only on 
9 routes did the difference in trunk require 
ments for the two traffic bases exceed 1. The 
relevant statistics for these routes at 0.01 
grade of service are shown in greater detai I in 
Table 3. 

Table 3 again shows that estimating 
reference load from al I day traffic distribution 
results in a more even al location of losses. 
The range and coefficient of variation of PTL in 
the case of ATCBH reference are 0.00941 and 0.418 
respectively; for the ADTD base the correspond 
ing figures are significantly lower - 0.00217 
and 0.144, as would be expected. This means 
that the ADTD base would distribute traffic 
losses more evenly among the constant grade of 
service routes in the network and would reduce 
the total traffic loss for the same investment 
in junction and trunk circuits. 

Further work is in progress to apply the 
same method to the estimation of separate 
reference traffics for day ( f u I I tariff) and 
evening (concessional tariff) periods. Early 
results indicate that equation (3) can again 
be used, but, for a 5 or 6 day measurement, the 
number of busiest half hours included in the 
traffic base must be reduced to between 30 and 
40 in each case (day and night reference 
traffics). 

6. CONCLUSIONS 

Analysis of continuous traffic measurements 
in the Australian telephone network has 
indicated wide variations in daily traffic 
intensity profiles between different traffic 
routes and even on different days in the same 
route. Reference traffic load definitions based 
on the concept of time-consistent busy hour, 
therefore, do not produce uni form ly representa 
tive and realistic estimates of real traffic 
loads. A better and more reliable reference 
load estimate can be obtained from the 
distribution of all significant traffic flow 
periods during the days of traffic measurement. 
The proposed distribution-based reference 
traffic load definition meets al I the criteria 
set down for a design traffic base and compares 
favourably with the currently used average 
time-consistent busy hour traffic reference. 
The slightly greater computation effort required 
should only marginally increase data processing 
costs. 
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Outage Prediction for the Route Design of 
Digital Radio Systems 
J.C. CAMPBELL 
Telecom Australia Research Laboratories 

This paper presents a method to predict the outage probability of 
digital radio systems. Similar to many of the methods proposed to date, 
the method presented utilizes the "single echo model" to describe the 
radio channel during periods of frequency selective fading and the system 
signature to characterize the digital radio equipment. However, the 
method presented considers the relative echo delay as a random process 
whose mean value characterizes the severity of the fading. Further, the 
method is characterized by the use of "normalized system parameters" to 
characterize modulation methods and equalizer types, and secondly, the 
application of a more general approach to "signature scaling" than has 
been reported previously, and thirdly, the generality of permitting 
arbitrary probability distributions for the relative echo delay and 
relative echo amplitude. These features make possible outage predictions 
over radio hops of arbitrary length and varying fading characteristics. 
Finally, utilizing the method developed, predictions are made and compared 
with the results of a 140 Mbit/s digital radio field experiment. 

1. INTRODUCTION 

Digital microwave radio systems are becoming 
an increasing feature in the telecommunication 
networks a round the wor Id. In Austra I i a, 
Telecom Australia plans the introduction of 
medium capacity 34 Mbit/s systems tor the 
metropolitan networks and high capacity 140 
Mbit/s systems tor the trunk network. However, 
essential for a successful introduction of such 
systems is a method for digital radio route 
design. 

From field experiments performed on digital 
radio systems CRets. 1,2,3,15) it has been 
found that system outage is dominated by the 
amplitude and group delay distortions which 
accompany frequency selective fading; conse 
quently, for digital radio systems one cannot 
equate a specified error performance to a 
particular signal level fade depth. 

As the basis for an approach to the route 
design of a digital radio system, this paper 
presents a method to predict the outage 
probability (i.e. BER~10-3) of digital radio 
systems. The analysis utilizes the "single 
echo model" to describe the radio channel 
during periods of frequency selective fading 
and the system signature to characterize the 
digital radio equipment (Refs. 2,4). However, 
in contrast to many of the methods proposed to 
date, the echo delay is considered as a random 
process whose mean value characterizes the 
severity of the fading. This approach 
necessitates a method to estimate system 
signatures at arbitrary echo delays, and this 
paper presents a more general sealing technique 
than has been reported previously (Refs. 5,6). 
Further, the method presented permits arbitrary 
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probability distributions to be included for 
the relative echo delay and relative echo 
amp! itude. Together, these features permit 
outage predictions over radio hops of different 
length and which demonstrate different fading 
characteristics. 

Finally, under two assumptions tor the 
distributions of the fading channel parameters, 
predictions are made and compared with the 
results of a 140 Mbit/s digital radio field 
experiment which is currently belng undertaken 
by Telecom Australia (Rets. 3, 15). The 
comparison serves to demonstrate the importance 
of the relative echo delay as a parameter for 
characterizing the severity of dispersive 
fading, and also the relative importance of the 
statistics assumed for the relative echo 
amplitude. 

2. OUTAGE EQUATION 

A prime requirement of any technique to 
predict the outage probabi I ity of digital radio 
systems is that it is applicable to arbitrary 
radio hops. However, fading on different 
radio paths often demonstrates large variations 
in characteristics. Fortunately, the problem 
facing a system designer can be simplified by 
observing that such variations show up as 
either a change in the total fading time, or a 
change in the severity of the fading during 
fading time, or both. Thus the outage prediction 
technique expresses the probab i Ii ty of outage in 
the worst month as (Refs 3,5): 

-3 Pr[BERj10 l = n-Pc ( 1) 

where: 

n Probabi I ity of frequency selective fading 
in the worst month 
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Pc= Probabi I ity of outage given frequency 
selective fading 

The parameter 11 ( wh i eh is re I ated to the 
activity factor documented by CCIR) is dependent 
only on the propagation conditions while Pc is 
dependent on both the propagation conditions and 
the radio equipment. 

3. tJON-DIVERSITY OUTAGE PREDICTION 

This section presents a prediction technique 
for the outage probabi I ity given frequency 
se!Bctive fading. The assumption is made that 
i ntersymbol interference dominates the error 
probability, a result which has been wel I 
established from field experiments (Refs 1,2,3, 
15). 

3. 1 The Fading Model 

To describe mathematically the channel 
during periods of frequency selective fading 
the we! I known "single echo model" is used 
(Pets 6,7). Simply, it is assumed that the 
transmitted signal arrives at the receiver via 
two paths, a "direct path" and a "reflected 
path". The impulse response shal I be written 
as: 

c C t l = a [ o C t l + C 1-A lo C t-T l ] 

The interpretation of the channel parameters 
is wel I published (Refs 6,7). The transfer 
function of the channel is given by: 

CC f l 

(2) 

(3) 

and the amplitude response is shown in Figure 1 
where: 

The frequencies at which maximum attenuation 
occur have been termed the "notch frequencies" 
and arise when the echo signal is in antiphase 
with the main signal. These frequencies are 
given by: 

f n 
2n + 1 
-2-,- (6) 

where n is an integer. From equation (6), the 
rate at which notches move across the digital 
signal bandwidth is dependent not only on the 
rate of change of 1, but on the value of n. 
Consequently, the higher the operating frequency 
the faster are the notch speeds. 

Considering the statistics of the channel 
parameters the fol lowing assumptions are made: 

(il Flat relative gain a 

As this parameter does not contribute to 
the amp I itude dispersion of the channel 
it can be neglected. 

(ii) Notch depth A 
The probabi I ity distribution is considered 
arbitrary with density function PA(\), 
0~\~1. 

(ii il Relative echo delay T 

The probabi I ity density function is 
assumed to possess the form: 

p (i:) 
T 

1 T - f(-) , T:) 0 
To To 

( 7) 

A 

B 

A-B 

A+B 

Flat fade depth 

Notch depth 

(4) 

( 5) 

where f(xl is a function which satisfies 
the properties of a probabi I ity density. 

(iv) Notch frequency offset F 

For reasons given previously this is 
assumed to possess a uni form probab i Ii ty 
density across the range 1 to 
( Re f. 5 l . - 21 21 

IC(f)I dB 

TRANSMISSION BANDWITDH 
OF DIGITAL RADIO SIGNAL 

Also, on the basis of experimental evidence 
(Ref. 16), the assumption is made that the 
channel parameters are statistically 
independent. 

The fading model detailed above describes 
only minimum-phase fadings. However, by simply 
considering 1-\ as the relative amp I itude of 
the "direct signal" (rather than the "reflected 
signal"), one can further describe non-minimum 
phase fadings. 

3.2 Sealing of System Signatures 

For a given modulation method and equalizer 
type, let Ac(F,1,T) denote the notch depth at 
outage (SER= 10-3) and at notch frequency 
offset F, re I at i ve echo de I ay T and system baud 
period T. Also, let: 

Fig. 1 Amplitude Response of the Fading 
Channel 

r A 

A (Fl = \ (F,1 ,T l c c r r (8) 
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denote a measured or "reference" system 
signature (the concept of the system signature 
is wel I known <Refs 2,4)) at relative echo delay 
Tr and system baud period Tr. As will become 
apparent, a technique necessary for the 
evaluation of Pc is that of estimating system 
signatures at arbitrary relative echo delays T 
and baud periods T, (i.e. :\c(F,T,Tl) from a 
single measured system signature. 

The in it i a I step in "sea I i ng" the reference 
signature totherequired echo delay and baud 
period is a simple time sealing of the reference 
signature, the time scale factor being given by 
the ratio of the respective baud periods. Thus 
define: 

Time Scale Factor s 

This leads to an "intermediate" signature 
which is described by: 

A (F,ST ,sT) = Ar(sF) 
c r r c 

The critical notch depth remains unchanged 
as this is independent of the time scale 
employed. Finally, this "intermediate" 

,[(sf] 

REFERENCE 
SIGNATURE 

sf 

1-flsf] 

,f(sf]q 

, 
I 
I 

TIME 
SCALING 

' \ 
I 
I 
I 

ECHO OELAY 
SCALING 

Fig. 2 

INTERMEDIATE 
SIGNATURE 

OESIRED 
SIGNATURE 

Scaling of System Signatures 

(9) 

C 10) 

signature is scaled to the required echo delay, 
the echo delay scale factor being given by: 

Echo Delay Scale Factor~ q ( 11 l 

An i I I ustrat ion of the sea I i ngs des er i bed 
above is given in Figure 2. 

3.2.1 Approximate Sealing Technique In 
previous work (Refs. 5,6) the sealing of the echo 
de I ay was performed by ut i I i zing the observation 
that at outage, the inband distortion (i.e. the 
difference between the maximum and minimum 
attenuations across the signal bandwidth) is 
approximately constant (Refs 1,2). lt was shown 
by Komaki et al (Ref. 1) that the inband 
distortion, for a given notch frequency offset, 
is approximately a function of the parameter: 

k ( 12) 

At outage, and under the constraint of 
constant notch frequency offset, k wi I I assume 
a critical value. Further, at the point of 
outage the notch depth b approaches unity. 
Consequently one can make the approximation: 

k ::: ! 
A 

( 13) 

and a number of workers (Ref. 4) have used this 
approximate form because of its simplicity. 
Applying this result to the sealing of the 
"intermediate" signature to the required echo 
delay: 

Ar (sF) .q 
C 

( 14) 

and this is simply a statement of the 
"approxima-J-e sealing -t-echnique" described 
previously (Refs 5,6). 

It is evident that the "approximate sealing 
technique" has the I imitation that as the 
required echo delay increases, then so does Ac 
without I imit. To further assess this sealing 
technique, signature measurements (minimum phase) 
were performed on 140 Mbit/s, 16 QAM digital 
radio equipment, and the dependence of the 
critical notch depth on the echo delay was 
determined. This was done for constant notch 
fr~quency offset. However, because of the 
"rectangular" nature of signatures, the depend 
ence on the notch frequency offset is secondary. 
The results are presented in Figure 3 for a 
demodulator only (i.e. no equalization) and 
with the addition of adaptive amp I itude (AEQ) 
and transversal (TEQ) equalization. Also shown 
in Figure 3 are the relationships which result 
under the "approximate sealing technique" with a 
reference echo delay of 2.0 nsec. The fol lowing 
observations are made: 
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1-0 •.• - - _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ 

0·8 

the echo delay, one could apply the more general 
sea I i ng: 

0·6 

0·4 

0·2 

( 15) 

where for example, the index B ensures that the 
scaled critical notch depth equals the measured 
notch depth for two distinct echo delays (other 
criteria may also be applied). For a fixed notch 
frequency offset this can be expressed as: 

2·0 4·0 6·0 8·0 10·0 12·0 
C 16) 

RELATIVE ECHO DELAY (nSEC) 

Fig. 3 Assessment of the Approximate 
Scaling Technique 

( i) DEMOD. ONLY 

Linear sealing is very good for smal I 
delays but becomes increasingly 
pessimistic as the delay increases. 

(ii) AEQ + TEQ 
Linear scaling gives a slightly 
optimistic result for smal I delays, but 
again becomes increasingly pessimistic 
as the delay increases. 

Also, it is apparent that the larger the 
refer~nce echo delay, the more optimistic the 
sealing becomes at the smal !er delays, but the 
less pessimistic the sealing becomes at the 
larger delays. This is i I lustrated in Figure 4. 
If one has knowledge of the delays to be 
experienced, then an appropriate reference echo 
delay can be defined for a given prediction 
criterion. 

Ac 

l·0,.. - - - - - - - - - - 

0·8 

0·6 

0·4 

0·2 

2·0 4·0 6·0 8·0 10·0 12·0 

RELATIVE ECHO DELAY (nSEC) 

Fig. 4 Illustration of the Approximate 
Scaling Technique at Several 
Reference Echo Delays 

3.2.2 General Sealing Technique Rather than 
applying a I inear relationship to describe the 
sealing between the critical notch depth and 

where the critical notch depths of Ac and A~ 
correspond to the echo delays T and Tr respect 
ively. Figure 5 shows the seal ings obtained 
using this approach with the reference echo 
delays of 2.0 and 7.4 nsec. Clearly, such a 
sealing leads to a better estimate over a wide 
range of echo delay. However, this sealing 
technique requires the use of two measured 
signatures. 

l·0-, - - - - - - - - - - - - - - - - - 

0·8 

0·6 

0·4 

0·2 

Fig. 5 

- - - GENERAL SCALING 

DEMOD. IP= 0·5791 

2·0 4·0 6·0 8·0 10·0 12·0 

RELATIVE ECHO DELAY (nSEC) 

Assessment of the General Scaling 
Technique 

3.3 Outage Probabi I ity Given Frequency 
Selective Fadino 

Under the channel model described above, 
the probability of outage given frequency 
selective fading can be written as: 

co 21 A (F,1,Tl I PT(T) J T 

( C 
p = ) PA (A) d A d F dr C 

T=O F= - _1_ \=O 
2T 

( 17) 

where ;\c(F,1,T) is defined in Section 3.2. The 
integration over the notch depth shal I be 
expressed as: 
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, a An 
l n C 

n=l 

a n 
( 18) 

c. 
J,n 

Applying the more general scali~g technique 
presented in Section 3.2.2, then: 

B 

kc(F,T)(l/3 
T 

These parameters reflect the 
distribution of the relative echo 
amplitude. 

These parameters reflect the 
distribution (normalized) of the 
relative echo delay. 

This parameter reflects the signature 
scaling employed. 

( 19) 
K n 

where: 

These parameters characterize the 
digital radio equipment for single 
echo fading. 

(20) 

Integrating with respect to\ and re 
arranging then gives: 

P = I an I oo 
c n=1 TnS P/TlT l+nS 

0 

dT . I k~(F,T) dF 

s 
(21) 

where it has been assumed that for typical 
delays, the integration over Fis over the ful I 
signature "S". 

Now define: 

K n 
r 

T j k~CF,T)dF 

s 
J\~(F, 1.0, 1.0)dF 

S (22) 

For the assumed form for the probability 
density function of the echo delay, write: 

where: 

c. 
J,n 

00 

r . s I f(x)xJ+n dx 
) 
0 

The outage probabi I ity given frequency 
selective fading thus becomes: 

p 
C l 

n 

c. 
J,n 

nB 
T 
0 

(23) 

and where f(x) is the "normalized density 
function" for the echo delay defined in Section 
3. 1. 

(25) 

Clearly this is a simple and convenient 
result for system design. The interpretation 
placed on the various parameters is as fol lows: 

In the calculation of the outage probability 
given by equation (25) is the assumption of 
either minimum phase fading or non-minimum phase 
fading, but not both. To evaluate the outage 
probability of a radio system which undergoes 
both minimum phase fadings and non-minimum 
phase fadings, one must separate the problem into 
minimum phase fading time and non-minimum phase 
fading time and for each, evaluate the outage 
probability, where in general, different channel 
and equipment parameters may be appropriate. 
One can then evaluate an unconditional outage 
probabi I ity for a given ratio of minimum phase 
fading time to non-minimum phase fading time. 

3.3. 1 Further Interpretation and Evaluation of 
the Parameters Kn and B. From equation (22) it 
is apparent that the parameters Kn, which wi I I 
be termed "nonna Ii zed system parameters", are 
given by an integration over the system 
signature under the normalization of baud 
period and echo delay equal to unity, and system 
signatures under this normalization have 
previous I y been termed "norma I i zed system 
signatures" (Ref. 5). It should be realized 
that "normalized system signatures" are not 
measured system signatures, and that the 
purpose of their introduction has been to simply 
provide a convenient means by which to describe 
the evaluation of the "normalized system 
parameters" Kn- Secondly, the parameter B 
defines the rule for sealing system signatures 
to arbitrary echo delays. Thus the parameters 
Kn and S provide a complete characterization of 
the radio equipment for single echo fading. 

(24) 

For the evaluqtion of Kn, a simple change 
of variables to equation (22) gives: 

K n 
T nB 

T (....LJ 
r T r 

(26) 

and this integral is defined completely in terms 
of the "reference signature" and the sealing 
parameter B. As a consequence of equipment 
characteristics, different values of B may be 
appropriate for different ranges of expected 
echo delay. For example, without equalization 
the scaling 8=1 is very good for smal I delays 
(<4.0 nsec), but at larger delays some value 
less than unity is often appropriate. For this 
reason it is convenient to evaluate Kn for S=l, 
then correct to the appropriate value of B 
later, if required, using the relationship: 
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(27) 
dominates the error probabi I ity which, given 
frequency selective fading, wi 11 be denoted by 
pd 
C 

From system signatures presented in the 
I iterature (minimum phase and echo delays less 
than 6.3 nsec), values for K1, K2 and K3 have 
been evaluated for various modulation methods 
and the resu Its are presented in Tab I e 1. For 
the reasons given above, the sealing rule S=1 
was assumed. The results demonstrate that 
modulation methods can be characterized with 
respect to their performance during selective 
fading by the parameters Kn and S. 

3.3.2 Equalizer Improvement Factor The 
"equalizer improvement factor" le is defined 
as: 

Equalizer Improvement 

where Pc and P~ are the evaluation of (25) with 
out and with an equalizer respectively. Thus 
the performance of an equalizer is completely 
characterized by the parameters: 

X n 

Kn (without equalizer) 

Kn (with equalizer) 

y S (without equalizer) 
B (with equalizer) 

p 
C 

pe 
C 

(28) 

(29) 

( 30) 

For practical equalizers (both adaptive 
amplitude and time domain) one invariably finds 
that Xn>1, n=1,2, .... However, depending on 
the echo delays considered, Y can take values 
less than or greater than unity. 

4. OUTAGE PREDICTION WITH BASEBAND BIT 
COMBINING 

This section presents an outage prediction 
technique for digital radio systems when base 
band bit combining is employed. Again, the 
assumption is made that intersymbol interference 

4. 1 The Fading Model 

To describe mathematically the "diversity 
channel" during periods of frequency selective 
fading the "single echo model" described in 
Section 3.1 is applied to each channel. Thus, 
denoting the impulse response of channel 1 
(main) as c1(t) and that of channel 2 (diversity) 
as c2(t), write: 

( 31 l 

The interpretation of the channel parameters 
is presented in Section 3. 1. As a1 and a2 do not 
contribute to the amplitude dispersion of the 
respective channels they can be neglected. 
Considering the statistics of the other channel 
parameters the fol lowing assumptions are made: 

Assumed to be statistically independ 
ent. The probabi I ity distribution of 
each is considered arbitrary with 
density function PA(\), o,\,1. 

The assumption is made that T1~T2=T. 
As previously, the probabi I ity density 
of T is assumed to possess the form 
defined by equation (7). 

Also, define F1 and F2 as the notch 
frequency offsets of channels 1 and 2 
respectively. For the reasons presented 
previously (Ref. 8) it is assumed that F1 and 
F2 are statistically independent and each 
possessing a uniform distribution over the 
range - __j_ to __j_ • A I so, it is assumed that 

2T 2T 
all the channel parameters (except T1, T2l 
are statistically independent. 

Finally, by considering 1-\1 and 1-\2 
as the relative amp I itudes of the "direct 
signals", the fading model can further 
describe non-minimum phase fadings. 

TABLE Values of K1, K2, K3 for Various Modulation Methods 

Modulation 
K1 K2 K3 Method 

64 QAM 15.4 83.5 469 
(Ref. 14) (Ref. 14) (Ref. 14) 

16 QAM 5.84, 5.45, 5.55 14.8, 13.2, 15.9 39.0, 33.3, 46.5 
<Ref s 1 O, 11 , 3 l (Re fs 10, 11 , 3) (Refs 10,11,3) 

8 PSK 7. 40, 7. 0, 6 . 3 22.6, 17.2, 16.3 72.0, 44.8, 43.3 
( Refs 1 0, 11 , 12) (Refs 10, 11, 12) (Ref s 1 0, 1 1 , 1 2) 

4 PSK 0.88 0.97 1. 11 
(Ref. 13) (Ref. 13) (Ref. 13) 
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4.2 Outage Probabi I ity Given Frequency 
Selective Fading 

Under the "diversity fading model" 
described above, the probability Pd can be 

C 
written as: 

I 
T=O 

p (T) 
T 

2T 

If T
2 

. Pr[BER)10-3[F1,F2,T]dF1dF2dT 

1 
F 1 'F 2= - 2T ( 32) 

For baseband tit combining: 

(33) 

Equation (33) simply states that for outage, 
both the m~in and diversity systems must suffer 
outage. Equation (33) is evaluated by integra 
ting the joint probabi I ity density for ,\1 and 
,\2 over this "outage region". Under the statis 
tics and scaling (see Section 3.2) assumed: 

,\c(F2,T,T) 

( P,\(,\2)d,\2 
J 
0 

n m T (n+mlS 
Ha a k CF1,Tlk CF2,Tl (-T) n m c c nm 

where it has been assumed that for typical echo 
delays the integrations with respect to F1 and 
F2 are over the tu I I signature "S". For the 
assumed form for the probabi I ity density of 
delay (equation (7)), and further, utilizing the 
definitions of equations (22) and (24), the 
outage probabi I ity can be written as: 

IIa a C K To 2+(n+m)6 
n m 2 + K (-) nm , n m n m T 

(36) 

Thus, simi Jar to the non-diversity result, 
all one requires for the calculation of the 
outage probabi I ity with baseband bit combining 
is a knowledge of the parameters an, cj,n' Kn 
and S. Fina I ly, for a radio system wh I eh 
undergoes both minimum phase and non-minimum 
phase fading, a calculation of the unconditional 
outage probabi I ity can proceed as described for 
the non-diversity prediction. 

4.3 Diversity Improvement and Synergistic 
Effect 

The "diversity improvement factor" Id is 
defined as: 

Diversity Improvement 

Diversity plus Equalizer 
Improvement ~ ld+e 

(37) 

and can be evaluated from equations (25) and 
(36). In genera I, Id wi 11 decrease with 
increasing To, a result which not only imp I ies 
variations in the diversity improvement, but 
smal I diversity improvements for large T0. 

The "diversity plus equalizer improvement 
factor" ld+e is defined as: 

pc 
d+e p 
C 

(38) 

d+e . . , . 
where Pc 1s the evaluation of (36) with both 
diversity and equalization. Equation (38) is 
often written as (Pets. 3,4): 

(34) 

I d+e = I d . I e. c; (39) 

where the parameters a1 have been defined 
previously via equation (18). Substituting 
into equation (32) gives: 

where c; represents the additional improvement 
achieved through the combined use of diversity 
and equalization and has been termed the 
"synergistic effect" (Refs.3,4). In general, 
c; wi 11 be dependent on the parameters Xn, Y 
(equations (29) and (30)) and T0. 

5. OUTAGE PREDICTION WITH MAXIMUM POWER PHASE 
COMBINING 

f s 
(35) Under the "diversity fading model" described 

above, a maximum power phase combiner would be 
completely characterized by determining the locus 
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of the channel parameters which corresponds to 
outage. To provide an initial characterization, 
measurements were performed to determine the 
necessary conditions on the notch frequency 
offsets for outage, and the result, without 
equalization and Tl = T2 = 4.0 nsec, is 
presented in Fig. 6. It is evident that a 
maximum power combiner suffers less outage when 
the notches appear on opposite sides of the band 
(F1, F2 of opposite sign), than when the notches 
appear on the same side of the band <F1, F2 of 
I i ke sign). In fact, the "outage I ocus" can be 
said to exhibit a "bow tie" like shape with 
symmetry about the lines Fi=± F2. This 
behaviour can be explained by the fact that the 
resultant inband amplitude dispersion is 
significantly less (on average) when the notches 
are on opposite sides of the band than when the 
notches are on the same side of the band. 

60 

F1 (MHz) 

-60 

Fig. 6 

the area under the probabi I ity density curve is 
unity. The truncation factor has been included 
to minimize the effect of unrealistic large 
delays on the outage probabi I ity. In this paper 
the truncation factor k=5 is assumed, however, 
further truncation yields minimal difference. 

6.1 Approximate Scaling and Uniform Distribution 
for Echo Amplitude 

The simplest solution that arises is that 
which ~mploys the "approximate scaling 
technique" <8=1) and which assumes a uniform 
distribution for the relative echo amp I itude. 
Under these assumptions, the only non-zero terms 
that arise in the evaluation of the non-diversity 
and diversity outage probabi I ities are: 

1, c,, 1 

and: 

Area und~r ''normalized system 
signature" 

p (T) 
T 

1 
<fJW T0 

F1 (MHz) 
From equations (25) and (36) (Ref. 5): 

I 
I 
I BASEBAND 
I BIT 

_. COMBINER 

Cha:r>acterization of a Maximum Power 
Phase Combiner 

Utilizing the system signature at 4.0 nsec 
(which was found to possess the limits -38 MHz 
to 28 MHz), also shown in Fig. 6 is the corres 
ponding "outage locus" for a baseband bit 
combiner. (For system outage with baseband bit 
combining, both the main and diversity systems 
must suffer outage simultaneously, hence a 
rectangular outage region). It is seen that 
the outage areas for the two combining methods 
are approximately equal. Thus, to a first order 
of approximation, similar performance is 
expected from the ,wo combining methods. 

6. APPLICATION TO SYSTEM DESIGN 

This section ii lustrates the prediction 
techniques developed above by means of two 
examples. In both, a truncated negative 
exponential distribution is assumed for the 
relative echo delay, thus: 

(40) 

where To represents_the "mean echo delay" and 
<jl(k) is a truncation factor which ensures that 

TO 2 p = (-) 2K1 C T 

and: 

pd= (T0)4 12K2 = 3P2 
c T 1 C 

12 

(41) 

(42) 

and are convenient results for system design. 
For the equalizer, diversity and equalizer 
plus diversity improvement factors, one 
obtains: 

(43) 

1 
3K1 

(44) 

(45) 

where Kie is the evaluation of (22) with an 
equalizer. These results indicate that the 
equalizer improvement factor is independent of 
To, while the diversity improvement factor is 
inversely proportional to To squared. 
Considering the synergistic effect, equation 
(45) indicates that this is equal to the 
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equalizer improvement factor, and this is the 
same result as suggested by Giger and Barnett 
<Ref. 4). 

6.2 General Scaling and Parabolic Distribution 
for Echo Amp I itude 

This section presents the predictions that 
result under the assumptions of "general scaling" 
(see Section 3.2) and parabolic distribution for 
the relative echo amp I itude. 

The probabi I ity density assumed for the 
relative echo amp I itude is: 

From equation ( 18), a1 = 2 and a2 = -1 (al I 
other an= 0) and the expressions for the non 
diversity and diversity outage probabi Ii ties 
reduce to: 

p 
C 

1+26 
'o 

- c 1 , 2 K2 ( T) 

and: 

2+26 

(46) 

(47) 

(48) 

and the parameters c· n and Kn are given by 
equations (24) and (~2) respectively. If these 
parameters are known for a system without and 
with equalization respectively, then one can 
derive expressions for equalizer improvement 
factor, diversity improvement factor and 
diversity plus equalizer improvement factor 
(and thus "synergistic effect"). 

Sections 6. 1 and 6.2 with the results of a 
16 QAM, 140 Mbit/s digital radio field 
experiment which is currently being undertaken 
by Telecom Australia (Refs.3, 15). The test 
path for the field experiment is a 61.5 km hop 
in south eastern Australia, and the equipment 
combinations under test included: 

Demod only (DEMOD) 

Adaptive amplitude equalization (AEQ) 

Baseband bit combining (BBC) 

Maximum power combining (COMB) 

Maximum power combining with adaptive 
amplitude equalization (COMB+ AEQ) 

(vil Maximum power combining with adaptive 
amp I itude and transversal time domain 
equalization (COMB+ AEQ + TEQ) 

( i) 

(ii) 

(iii) 

( iv) 

(v) 

From signature measurements on the radio 
equipment under test, values for KJ and K2 have 
been evaluated (for 6=1, see Section 3.2) and 
the results are presented in Table 2. Non 
minimum phase measurements were performed for 
the AEQ + TEO only. As the particular 
amp I itude equalizer (AEQ) does not double the 
phase response under non-minimum phase fadings, 
the amp I itude equalizer is assumed to operate 
similarly under both non-minimum phase and 
minimum phase fadings (as is assumed for the 
DEMOD only). 

The outage prediction techniques presented 
in Section 6 simply require the durations of 
the dispersive fading events and the respective 
mean echo delays. Rooryck has shown that 
estimates for these parameters can be obtained 
from AGC and pi lot level records obtained from 
analogue radio systems which operate over the 
same paths (Ref. 9). Over the test path a 
6. 1 GHz 960 channel analogue system operates, 
and estimates for n and '0 for the fading events 
which occurred during the worst month over the 
82/83 summer period (which was found to be 
31. 12.82 to 30. 1.83) are presented in Table 3. 
It is seen that the mean echo delays and the 
durations of the dispersive fading events 
varied significantly over the month, and that 

7. COMPARISON OF PREDICTIONS WITH FIELD 
MEASUREMENTS 

This section presents a comparison of 
predictions using the methods presented in 

TABLE 3 Summary of Events for the Worst 
Fading Month 

TABLE 2 Values of K1, K2 for the Equipments 
under Test 

Min. Phase Non-Min Phase 
Equipment 

K1 K2 K1 K2 

DEMOD. 5.55 15.9 5.55* 15.9* 
AEQ 2.21 4.36 2.21* 4.36* 
AEQ + TEQ 0.904 0. 775 1.02 0.970 

* No measurement performance - minimum phase 
value assumed. 

Fading Event Duration Mean Echo 
Duration Selective Delay 

Event ( h rs) Fad i n g ( h rs ) (nsecl 

31. 12. 82 7.0 7.0 0.63 
1. 1.83 11. 5 11. 5 3.38 
6. 1. 83 3.5 3.5 1. 70 
7. 1. 83 5.0 0. 17 1 .64* 

21. 1. 83 11.0 5.5 1. 22 
23. 1. 83 2.0 0.25 2.00* 
25. 1.83 9.0 7.0 2.02 
29. 1. 83 9.0 4.0 1 .61 * 
30. 1. 83 10.0 10.0 1. 25 

* Less than 10 pi lot events for echo delay 
estimation 
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I ittle dependence appears to exist between 
these propagation characteristics. 

For the worst month, Tables 4 and 5 present 
the measured seconds with BER~10-3, together 
with the predictions using the formulations 
presented in Section 6. 1 (denoted Pred. 1) and 
Section 6.2 with B=1 (denoted Pred.2). For each 
prediction method, it has been assumed that the 
method is applicable to both minimum phase and 
non-minimum phase fadings, and that the 
probabi I ity of minimum phase fading is 0.5 
(Ref. 16). The fol lowing observations are made: 

(il For the systems DEMOD and AEQ, both Pred. 1 
and Pred.2 yield good agreement with the field 
measurements. The agreement between Pred.1 and 
Pred.2 indicates that for these non-diversity 
equipments, performance predictions are wel I 
served by either a uniform distribution or a 
parabolic distribution for the relative echo 
amp I itude. Also, over the month, Pred.1 and 
Pred.2 yield equalizer improvement predictions 
of 2.51 and 2. 16 respectively, which compares 
favourably to the measured improvement factor 
of 2.34. 

(ii l Without equalization, the measured 

performance of the maximum power phase combiner 
is only slightly inferior to that measured for 
the baseband bit combiner. This observation 
lends evidence to the assumption of similar 
performance for these combining methods (see 
Section 5). Secondly, both Pred. 1 and Pred.2 
yield good agreement with the field measurements. 
This agreement between Pred. 1 and Pred.2 
suggests that with diversity alone, performance 
predictions are again wel I served by either a 
uniform distribution or a parabolic distribution 
for the relative echo amp I itude. 

Ci iil For the systems AEQ + TEQ, COMB+ AEQ 
and COMB+ AEQ + TEQ, Pred.2 yields better 
agreement with the field measurements than does 
Pred. 1. For these equipments, system outage 
occurs only at the deep notch depths, thus of 
importance for outage prediction is the 
magnitude of the probability density for the 
relative echo amp I itude at echo amp I itudes 
close to unity. As Pred.2 gives reasonable 
agreement with the experimental results, the 
assumption of a parabolic distribution for 
the relative echo amp\ itude appears appropriate 
over this data base(although other distributions 
could be formulated which would give rise to 
better or similar agreement). 

TABLE 4 Comparison of Non-Diversity Performance with Predictions 

Mean Event DEMO D. AEQ AEQ + TEQ 
Fading Echo Duration 
Event Delay (hours) (nsec) Meas. Pred. 1 Pred.2 Meas. Pred. 1 Pred.2 Meas.* Pred. 1 Pred.2 

21. 12. 82 0.63 7.0 304 136 218 78 54 89 - 24 40 
1. 1. 83 3.38 11. 5 7930 6432 6406 3884 2561 3144 - 1115 1677 
6. 1. 83 1. 76 3.5 600 495 676 258 197 292 - 86 139 
7. 1. 83 1. 64 0. 17 5 22 31 0 9 13 - 4 6 

21. 1. 83 1. 22 5.55 314 401 590 106 160 248 - 69 115 
23. 1. 83 2.00 0.25 48 49 64 12 19 28 - 8 14 
;,5_ 1. 83 2.02 7.0 2034 1398 1811 598 557 798 - 242 388 
29. 1. 83 1. 61 4.0 130 508 703 20 202 302 - 88 143 
30. 1. 83 1. 25 10.0 826 765 1121 259 305 472 - 133 219 

Month 12191 10206 11620 5215 4064 5386 - 1769 2741 

* Measurements not performed 

TABI_E 5 Comparison of Diversity Performance with Predictions 

Mean Event BBC COMB+ AEQ COMB+ AEQ + TEQ 
Fading Echo Duration Event De I ay (hours) (nsecl Meas. Pred. 1 Pred. 2 Meas. Pred. 1 Pred.2 Meas. Pred. 1 Pred. 2 

31. 12. 82 0.63 7.0 100 2 8 62 0 1 23 0 0 
1. 1. 83 3.38 11. 5 2976 2998 2705 1274 475 788 660 90 269 
6. 1. 83 1. 76 3.5 43 58 132 22 9 26 0 2 6 
7. 1. 83 1. 64 0. 17 0 2 6 0 0 1 0 0 0 

21. 1. 83 1. 22 5.5 5 24 68 0 4 13 0 1 3 
23. 1. 83 2.00 0.25 0 8 16 0 1 3 0 0 1 
25. 1. 83 2.02 7.0 325 233 451 150 37 96 61 7 25 
29. 1. 83 1. 61 4.0 1 54 126 0 9 25 0 2 6 
30. 1. 83 1. 25 10.0 54 49 135 14 8 25 6 1 6 

Total 3504 3428 3647 1522 543 978 750 103 316 
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Also of interest is the variation of the. 
equalizer and diversity (with and without 
equalization) improvement factors with mean 
echo delay. 

(i) Adaptive Amplitude Equalizer (AEQ): For 
the events of the worst month, Fig. 7 presents 
a plot of the equalizer improvement factor 
against mean echo delay. (Events with less than 
10 associated pi lot hits are not included 
because of the inaccuracies involved in the echo 
delay estimation). Also presented are the 
predictions for Pred.1 and Pred.2. It is 
evident that the performance of the equa Ii zer 
decreases with increasing mean echo delay. In 
terms of the prediction model developed in 
Section 3.3, such behaviour can be the result of 
B not being equal to unity (over the appropriate 
range of mean echo delay), or the probabi I ity 
distribution of the relative echo amp I itude not 
being uniform, or both. As to the relative 
contributions of these factors to the case in 
question, this is at present unknown. However, 
as Pred.2 (which assumes a parabolic distribution 
for the relative echo amp I itude and S=1l predicts 
a seemingly smaller variation in performance 
with mean echo de I ay, it appears that both these 
effects are contributing to the decreased 
performance with mean echo delay. However, for 
practical purposes both Pred. 1 and Pred.2 yield 
reasonable agreements over the data base. 
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prediction, and provides further confirmation 
of the prediction methods developed. 
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Variation of Diversity Improvement 
Factors with Mean Echo Delay 

Finally, a further extension in the use 
of the prediction methods developed is noted. 
Si mp I y, if one has know I edge of the tota I 
number of seconds the BER~10-3 for a given 
digital radio system, and the associated 
activity factor, then one can infer a mean 
echo delay and thus be in a position to 
estimate the performance of any digital radio 
system which operates over the same hop. This 
is seen as a very useful application of the 
methods presented as it does not rely on the 
use of "constant improvement factors" for 
diversity and equalization. In contrast, as 
has been shown, especially for diversity, 
system performance is er it i ea I I y dependent 
on the mean echo delay and must be considered 
if useful performance predictions are to be 
made. 

8. CONCLUSIONS 

l·O 2·0 

MEAN ECHO DELAY (nSEC) 

3·0 4·0 

Fig. 7 Variation of Equalizer Improvement 
Factor with Mean Echo Delay 

(ii) Diversity and Diversity with Equalization: 
For the events of the worst month, Fig. 8 
presents a plot of the improvement factors for 
baseband bit combining (BBC) and phase combining 
with adaptive amplitude equalization (COMB+ 
AEQ) against mean echo delay. (Again, for the 
reasons given previously, events with less than 
10 associated pi lot hits are not considered.) 
Also presented are the predictions for Pred.2. 
( Pred. 1 is not shown s i nee Pred. 2 has been shown 
to be superior for diversity predictions.) For 
both BBC and COMB+ AEQ, it is evident that the 
measured system performance decreases 
drastically with increasing mean echo delay. 
The measurements also show very good agreement 
with the predictions (with the exception of 
those events where the outage time approaches 
or equals zero and thus the value of the 
diversity improvement loses meaning). Clearly, 
this result emphasizes the importance of the 
mean echo delay as a parameter for performance 

This paper has presented a simple approach 
to the outage prediction of digital radio 
systems. The method, wh i eh ut i I i zes the "sing I e 
echo model" to describe the radio channel during 
periods of frequency selective fading and the 
system signature to characterize the digital 
radio equipment (similar to many methods 
proposed to date), is characterized by the 
to I I owing: 

( i l Separation of the outage p robab i I i ty into 
the probabi I ity of dispersive fading and the 
probabi I ity of outage during dispersive fading. 

(ii l Use of "norma Ii zed system parameters" to 
characterize modulation methods and equalizer 
types. 

(i i il Application of a more general approach 
to "signature sealing" than has been reported 
previously. 

( iv) Allowance for arbitrary probabi I ity 
distributions for the relative echo delay and 
relative echo amplitude. 

Secondly, under two different assumptions 
for the probabi I ity distribution of the relative 
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echo amp I itude, a comparison of the predictions 
was made with the results of a 140 Mbit/s 
digital radio field experiment. In addition 
to demonstrating the importance of the relative 
echo delay as a parameter for characterizing 
the severity of dispersive fading, the 
comparisons demonstrated the fol lowing: 

( i) For outage predictions, especially with 
space diversity, the method Pred.2 is superior 
to Pred. 1. This result indicates that the 
probabi I ity distribution of the relative echo 
amplitude is weighted more towards the deep 
fades than the shallow fades. 

(ii) Secondly, the results of the field 
experiment have demonstrated that both the 
equalizer improvement and synergistic effect 
decrease with increasing mean echo delay. An 
interesting result is that even with S equal to 
unity, such a dependency is predicted under a 
parabolic (or similar) distribution for the 
relative echo amp I itude. 

Finally, considering arbitrary radio hops, 
one would not know accurately the statistics of 
the fading channel parameters. In fact, the 
chahns l parameter statistics wi 11 vary from hop 
to hop, and for any given hop, can only be 
obtained via a propagation experiment. However, 
the comparisons presented in this paper have 
demonstrated that the outage predictions are 
not "over sensitive" to the exact choice of the 
distributions for the relative echo delay and 
relative echo amp I itude. For radio hops in 
the Australian environment, the fading channel 
statistics assumed for Pred.2 are seen as being 
a suitable compromise (unless of course, more 
accurate knowledge is available). Thus generally, 
for outage predictions, the characteristics of 
the fading is determined via the parameters n 
and To (duration of frequency selective fading 
and mean echo delay respectively), where these 
parameters can be estimated from AGC and pi lot 
level records from existing analogue radio 
equipment, or if such is not available, from 
empirical formulae. 
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Application of Bayesian Methods to 
Teletraffic Measurement and Dimensioning 
R.E. WARFIELD 
G.A. FOERS 
Telecom Australia Research Laboratories 

A Bayesian method for analysing teletraffic measurement data is 
discussed. This well-known method is applied to a specific problem 
formulation of wide applicability within Teletraffic Engineering. Offered 
traffic is modelled as Binomial, Poisson, or Negative Binomial, with a 
switching system modelled as having general loss factors - known or 
unknown. For this class of models the likelihood kernel of the unknown 
parameters is given. The likelihood kernel can be reconstructed from a 
recursively computed, finite dimensional, sufficient statistic. In this 
sense, all information available in the measurements is retained. 
Parameters can be estimated either off-line or in real time. A Bayesian 
approach is used in that all unknown parameters are modelled as random 
variables, and their conditional probability density functions are 
computed. Having the results in the form of probability densities leads 
naturally to a decision theoretic approach to dimensioning, including the 
possibility of real time decision making based on measurement data. In 
addition, it is possible that prior information about the unknown 
parameters, if available, could be incorporated through the prior density. 

1. INTRODUCTION 

With the decreasing cost of microprocessors 
and memory devices suitable for teletraffic 
measurement equipment, more data can be 
collected and stored, and more analysis can be 
performed on that data. The method described 
in this paper takes advantage of this downward 
trend in hardware cost. For example, to process 
traffic measurements from one hundred groups 
with a total of one thousand circuits, the 
method proposed here would require about four 
thousand words of memory. A microprocessor 
would have sufficient power to perform al I the 
computations. A few years ago such computing 
power was not avai I able in traffic measurement 
equipment. However, if present trends 
continue, such equipment wi I I become cheap 
enough to use in a wide range of applications. 

Offered traffic is model led as a Binomial, 
Poisson, or Negative Binomial process, with 
Negative Exponential service times. The unknown 
parameters are: the offered traffic per free 
source (negative for rough offered traffic); 
the number of sources (also negative for rough 
offered traffic); and the mean service time. 
Equivalently, the offered traffic can be 
specified by its mean and variance and the 
mean service time. The data needed to estimate 
the unknowns can be obtained either from 
individual circuit monitoring or from 
continuous monitoring of group occupancy. If 
unsuccessful cal I attempts can also be 
observed, I oss factors of the switching stage 
can also be estimated. Alternatively, known 
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or assumed values of loss factors can be 
included in the calculations. A sufficient 
statistic of fixed, finite dimension is 
computed recursively, al lowing al I avai I able 
information to be stored and processed. 

Bayes' rule is used to compute the 
conditional probability density function of the 
mean and variance of the offered traffic, the 
mean service time, and, if appropriate, the 
loss factors (or geometric group parameter) of 
the switching stage. From the density function 
for mean and variance of offered traffic, the 
conditional probability density function of 
the number of circuits needed for a standard 
grade of service is also computed. Hence the 
circuit group can be dimensioned using 
decision theoretic methods - that is, 
minimising the expected cost of errors. 

A FORTRAN program has been developed to 
perform the computations described above. The 
program has been used to demonstrate the 
practical application of the method by 
processing data from a I ive traffic process. 
Al I the calculations could be performed by a 
microprocessor bui It into the traffic 
measuring equipment. The contours of the 
conditional density function of the mean and 
variance of the offered traffic could be 
computed and displayed in real time on a video 
screen. This type of display could be used to 
give the most accurate and complete picture of 
the mean and variance of the traffic. As wel I 
as giving the estimated mean and variance 
of the traffic, the accuracy of those estimates 

This paper is substantially as presented to the 
Tenth International Teletraffic Congress, 
Montreal, June 1983. 
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is also included as an intrinsic part of the 
display. The probability density function of 
the time, cal I, and traffic congestion con also 
be computed and plotted, as can the density 
function of the number of circuits needed for a 
standard grade of service. These types of 
plots could be used in real time for network 
management; the results being in an ideal form 
to use Decision Theoretic tools to assist a 
human decision maker. 

2. ANALYSIS 

Several authors (Refs. 1-6) have described 
sufficient statistics for teletraffic processes, 
model led as birth death processes. The method 
described in this paper fol lows Refs. 5 and 6, 
in which the traffic process being observed is 
model led as a birth death process with birth 
coefficients 

( r 0, 1, ... , R); 

blocking probabi Ii ties (loss factors) 

( r 0, 1, ... , R); 

and death coefficients 

( r = 0, 1, ... , R); 

where 

r is the state of the system (number of 
circuits busy) 

and 

R is the number of circuits In the group. 

Every call arrival, call departure, or 
blocked ea/ 1 attempt is described as an event. 
The observations are assumed to consist of: 
the time of occurrence of each event, denoted 

t( i) 

r( i) 

( i 

( i 

0, 1, ... , k) 

and the state of the system prior to each event, 

o, 1, .•. , k) 

For the problem described above, it is shown 
in Refs. 5 and 6 that the following statistic 
constitutes an "information state" for the 
system - that is, a recursively computable, 
sufficient statistic of fixed, finite 
dimension: 

(r(0),r(k),s(k),u(k),v(k)) 

whe re s(k), u(k), and v(k) are each R+l dimen 
sional vectors with r'th components defined by: 

sr(k) is the total time spent in state r, 

ur(k) is the total number of unsuccessful 
attempts which occurred while the 
system was in stater, 

vr(k) is the total number of successful 
attempts which occurred while the 
system was in stater, 

with al I statistics being collected over the 
period from the 01th event to the k'th event. 

Let the R+l dimensional vector w(k) be 
defined by 

w r< k) is the tota I number of departures wh i eh 
occurred while the system was in state 
r. 

This statistic can be computed from: 

and, for r 

0 

1, ... , R, 

wr(k) = vr_1(k) + e(r(0),r(k),r) 

where the function e(.,.,.) is defined by 

e(r(O),r(k),r) 

p(~,_Q_,.Sc_) 

{

-1 if r(0) < r-.; r Ck ) 

= +1 if r(k) < r,:, r(0) 

0 otherwise 

( 1) 

(2) 

(3) 

Fol lowing Refs. 5 and 6, the I ikel ihood 
kernel at any value of k may be written as 
fol lows (for brevity, the dependence of 
sr, Ur, vr, Wr, and p(~,Q_,S:_) on k is not shown): 

where~' Q_, and S:_ denote, respectively, the R+1 
dimensional vectors of birth coefficients, 
blocking probabi I ities, and death coefficients. 
The likelihood kernel is derived from the 
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probabi I ity density function of the observations, 
taken as a function of the unknowns (a,b,c), as 
described in Refs. 2-6. - -- 

Maximum Likelihood estimators of the unknown 
parameters can be computed from the like I ihood 
kernel. However, there are two potential 
advantages in introducing a prior density and 
using a Bayesian formulation: if any prior 
information is avai I able, and can be coded in 
the form of a prior density function, it can be 
incorporated; also, when the estimates of the 
parameters of the offered traffic and of the 
loss factors are to be used for dimensioning 
purposes, it is possible to formulate the 
dimensioning problem as one of minimising the 
expected value of a cost function. The ful I 
exploitation of these advantages is seen as an 
avenue for future research. 

The probabl lity density function of (a,b,c), 
conditional on the observations, is equal-to 
the function p(-9_,Q_,£) multi pi ied by a normalising 
constant and by the prior density function of the 
unknowns. The normalising constant is computed 
by numerical integration of the functlon 
p(-9_,Q_,£), The prior density function must be 
assigned, and may incorporate prior information 
regarding (a,b,c). See for example Refs. 7 and 
8 for a discussion of selection of prior density 
functions. 

Results for many special cases can be derived 
from the general result above. In Ref. 6 the 
special case of Poisson traffic with Negative 
Exponential service times offered to a geometric 
group was considered. The cases considered in 
this paper al I involve an offered traffic 
process which is Binomial, Poisson, or Negative 
Binomial, and Negative Exponential service times. 
Different approaches must be taken depending on 
whether unsuccessful attempts can be observed or 
not. 

2.1 Ful I Avai labi I ity, Unsuccessful Attempts 
Observed 

In the case of a full availability switching 
system, with a I I unsuccessfu I attempts observed, 
the birth coefficients are 

(S-r)a 

and the death coefficients are 

r A 

r / h 

0 for r 0, 1, ... , R-1 

h is the mean service time 

The offered traffic is defined to be the 
traffic that would be carried on an infinite 
group of circuits with the birth and death 
coefficients as above. !t is well known that 
the mean and variance of the offered traffic 
are given by: 

m Sah / ( l+oh) ( 10) 

V Sah / (1+ah)2 ( 11) 

The ultimate objective is to compute the 
conditional density function of the mean and 
variance of the offered traffic, and hence the 
conditional density function of the number of 
circuits needed for a standard grade of service 
(or of the congestion for a given number of 
circuits etc.). It is convenient to do this 
by converting m, v, and h to equivalent values 
of S, a, and A, and using the fol lowing 
expression for the logarithm of p(-9_,Q_,£), 
denoted by 9,: 

R 
9, = I nrln(a(S-r)) + wrln(r\) 

r=O 

( 12) 

( 13) 

Note that, before taking the logarithm of 
the function p, the term 

(5) 

is set to unity for this case. For al I values 
of r fran O through R-1, this term is equal to 
unity to the power vr multiplied by zero to the 
power zero. For r=R the term becomes zero to 
the power zero multi pi ied by unity to the power 
Ur, 

(6) 

(7) 

As a first step in computing the density 
function, the values of S, a, and A for which 
9, is maximised are computed. These values are 
found by equating the partial derivatives of 9, 
to zero. Firstly, differentiating with respect 
to A and equating to zero yields 

(8) 

(9) 
R 
I (-r sr + -- / \) 

r=O 
0. ( 14) 

where Differentiating with respect to a yields 

S is the effective number of sources 

a is the arrival rate per free source 

A is the mean service rate 

R A A I (-sr(S-r) + nr / a) 
r=O 

0, ( 15) 
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and with respect to S yields Defining 

R 
(-~sr + nr / (S-r) l 

r=0 

Defining 

R 
N /'; l nr 

r=0 

R 
w /'; l wr 

r=0 

R 
T /'; l Sr = r=0 

and average occupancy 

R 
rav /'; (1/T) l r sr = 

r=0 

0. ( 16) 

( 17) 

f rorn the above, 

R 
(1/N) l r nr 

r=0 

(27) 

(28) 

Examining the shape of the plot of rest(S), 
it is apparent that 

( 18) 

S > 0 if rav > rinf 

( 19) and 

S < 0 if rav < rinf 

(29) 

( 30) 

(20) 

it fol lows that 

ThisAobservation makes the iterative solution 
for S straightforward, since it is easy to 
determine a semi-infinite interval within which 
S must lie, and over which the fu~ctlon rest£S) 
is monotonic. Having solved for S, a, and \, 
corresponding values of m, v, and h can be 
written as: 

W/(ravTl (21 l m s & R I c 1+& h) (31) 

a (22) V s & R I c 1+& Ri2 (32) 

and S satisfies 
A 

h 1 / 5: (33) 

R A 

}: (nr / (S-rl) 
r=0 

T a (23) 

(24) 

The latter equation 9oes not have a general 
closed form solution for S. However, it can be 
solved for the value of average occupancy that 
would correspond to a particular value of S, 
namely 

R 
rest<Sl ~ S - N / }: (nr / (S-r)l 

~o 

By adjusting the value of S unti I 

A 

the value of S is computed iteratively. 

(25) 

(26) 

Using a Bayesian approach, the particular 
form of the prior density wi 11 affect the 
calculation of estimators. As discussed in 
Ref. 8, the assignment of a prior density 
function is a complex issue. In that reference, 
several situations are described where the 
assumption of a uniform prior density is 
appropriate. As this assumption also results 
in computational convenience, it is used in 
this paper, at least for the purposes of 
i 11 ustration. 

If the prior probability density function 
of m, v, and h is taken to be uniform (with m, 
v, and h independent), the values above are 
the MAP (maximum aposteriori probabi I ity density) 
estimators of the mean and variance of offered 
traffic and the mean service time. 

To compute the conditional probability 
density function of m, v, and hat a number of 
points over the region of interest the trans 
formation 

1/h (34) 
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s 2 m I (rn-v) (35) In this case the MAP estimator of the single 
unknown Scan be shown to satisfy the condition 

C( (m-v) I vh (36) 

is first applied, then the function p(a,b,c) 
is evaluated at al I points of interest-:- -The 
density function is computed by dividing the 
function p by its integral over the range of 
al I values of m, v, and h that have significant 
probability. Only a slight modification to 
the computational process is needed to compute 
the density function of the number of circuits 
needed for a given grade of service. The 
function p is numerically integrated over the 
contours in the space of (m,v,h) for which the 
number of circuits is invariant. This is 
repeated for al I integer values of circuit 
requirement that have significant probabi I ity. 
Normalising this function on the single 
dimensional, integer, independent variable - 
circuit requirement - consists of dividing 
each value by the sum of al I the values. The 
advantage of computing the conditional 
probability density function of the circuit 
requirement is that it al lows the uncertainty 
in that quantity to be described. The 
uncertainty in the circuit requirement arises, 
of course, from the inaccuracy inherent in 
estimating traffic parameters from observation 
of a traffic process over a I imited period of 
time. 

The principle of the technique described 
above is easily applied also to computing the 
conditional density function of other 
functions of (m,v,h) - such as time, call, 
and traffic congestion tor any given number of 
circuits. 

2.2 Unknown Loss Factors, Unsuccessful 
Attempts Observed 

The method developed above is applied to 
the case where loss factors are unknown and 
unsuccessful attempts are observed by 
reintroducing the factor 

( b ) u r 
r 

into the expression for p. The form of this 
factor is that of an independent multivariate 
Beta probability density function. If a 
uniform, independent prior density of the 
loss factors is assumed, the MAP estimators 
of the b values are 

R-1 
l vr 

r=O 
(R-r) / ( 1-SR-rl 

R-1 
l n; ( R-r) 

r=O 

(see Ref. 5 or 6). Of course the estimation of 
the other unknowns is unaffected, assuming prior 
.Lndepcn dence of a 11 unknowns. 

2.3 Unsuccessful Attempts not Observed, Loss 
Factors Known 

The case where unsuccessful attempts cannot 
be observed requires a slight modification to the 
method described above. It is necessary to 
assume that the I oss factors a re known. In fact 
they may be calculated by other means - such as 
analysis of the switching stage using measured 
inlet loadings. The known loss factors can be 
subsumed within the arrival rates, 

a r a (S-r) ( 1-b ) r 

With this definition of arrival rate, the 
available observations include al I "arrivals". 
Hence, the function p can be written as a 
function of a and 5c_, thus: 

R 
TT 
r=O 

(40) 

(41 l 

(42) 

where factors that do not involve the unknowns 
have not been included. 

(37) The function p above can be used as before 
for numerical computation of the conditional 
probabi I ity density function of al I unknowns. 
To calculate the MAP estimator of c, there is 
no change from the method already described. 
The factors involving the arrival rates have 
been changed by the introduction of known loss 
factors. By inspection of the function p(~,5c_) 
above, this can be compensated for by making 
the substitution 

(38) 
( 43) 

To reduce the dimensionality of the problem, 
constraints on the form of the loss factors, as 
a function of the state, can be introduced. 
For example, tor the special case of a 
Geometric Group, 

6R-r (39) 

This results in exactly the same 
functional fonn for p(a,c) as before. Hence 
the previously described-method tor calculating 
MAP estimators can be applied. 

Taking the case of Binomial, Poisson, or 
Negative Binomial traffic with Negative 
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Exponential service times, the application of 
the method proceeds as fol lows: the MAP 
estimators of service rate and service time are 
calculated as before; then every s value is 
replaced by the corresponding s' value; then 
the estimation of Sand a proceeds as before, 
with, of course, the values of T and average 
occupancy calculated from the s' values 
instead of the s values. 

3. SAMPLE RESULTS 

A FORTRAN program has been developed to 
apply the method described in the previous 
Section. Although the program has been run 
only off-line, using data files for the input, 
al I the calculations could be performed by a 
microcomputer without excessive demands on 
volume of memory or speed of calculation. 

To demonstrate the working of the program 
two sets of sample results are presented below. 
The first results are calculated from hypo 
thetical figures representing "ideal" 
observations. The second set were derived 
from actual measurements. 

The hypothetical figures used to test the 
program correspond to Negative Binomial offered 
traffic with parameters 

s -4, ( 44) 

a -0. 1, (45) 

and 

h 1.0, (46) 

corresponding to 

m 0.444 (47) 

V 0.494 (48) 

Taking an observation period of 75 units of 
time, ideal observations are generated by 
calculating 

P(r) T (49) 

where P(r) is the steady state probability of r, 

n = s a(S-rl (50) 
r r 

w = n r- l for r = 1 , ... , R (51) 
r 

WO = 0 (52) 

56 

Hence, the hypothetical data is as shown in 
Table 1. 

From the figures in Table 1, all point 
estimators calculated were exactly equal to the 
true values. The conditional probabi I ity 
density function of the number of circuits 
required was calculated by numerical approxi 
mation and is given in Table 2. 

TABLE 2 

r s n w r r r 

0 50 20 0 
1 20 10 20 
2 5 3 10 

Number of 
Probab i I i ty Circuits 

0 0.000 
1 0.360 
2 0.557 
3 0.061 
4 0.013 
5 0.006 
6 0.000 

For computational convenience, the circuit 
requirement is approximated by 

where ~OS is the circuit requirement for 
standard grade of service and 

d is the standard deviation. 

To eliminate unrealistic offered traffics, 
the prior density was taken to be uniform in m 
and d, and zero outside the range 

1 
- < 5 m 

TABLE 1 

Probability Density Function of 
Circuit Requirement - Hypothetical 

m + 2d 

i - < 

Hypothetical Data 

(53) 

5 (54) 

This prior density function is used for 
computational convenience. It serves to 
i I lustrate the means by which prior information 
about the traffic could be incorporated 
(provided it can be coded in an appropriate 
form). 

Sample results were also derived from 
measurement data from a group of 47 circuits 
with initial state 30 and final state 11. The 
statistics collected are shown in T3ble 3. 
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From the measurement data in Table 3, the 
fol lowing point estimators were obtained: 

A s -31. 7 (55) 

a -.002 

approximation, as above. The result is shown 
in Table 4. 

TABLE 4 Probability Density Function of 
Circuit Requirement - Measurement 

(56) 

A 

h 185 (57) 

The mean and variance of offered traffic 
were estimated as 

m 19.3 (58) 

V 31. 1 (59) 

The probability density function for the 
circuit requirement was calculated by numerical 

TABLE 3 Measurement Results 

r Sr nr 

0 0.0 0 
1 0.0 0 
2 0.0 0 
3 0.0 0 
4 0.0 0 
5 0.0 0 
6 0.0 0 
7 0.0 0 
8 0.0 0 
9 0.0 0 

10 8.0 1 
11 6.4 0 
12 1.6 0 
13 15.7 1 
14 46.0 6 
15 68.7 7 
16 77 .2 7 
17 107. 1 12 
18 119.8 16 
19 139 .3 18 
20 162. 1 9 
21 113. 9 13 
22 118 .0 15 
23 118.9 15 
24 118 .5 11 
25 124.4 10 
26 86.9 5 
27 49.9 3 
28 40.4 4 
29 31.1 6 
30 28.0 6 
31 66.0 8 
32 30.7 5 
33 33.8 6 
34 37.2 10 
35 36. 1 2 
36 11. 9 2 
37 2.2 1 
38 0.2 0 

Number of 
Probab i Ii ty Circuits 

0 - 4 0.000 
5 - 9 0.000 

10 - 14 0.003 
15 - 19 0.010 
20 - 24 0.048 
25 - 29 0.240 
30 - 34 0.387 
35 - 39 0. 193 
40 - 44 0.077 
45 - 49 0.027 
50 - 54 0.008 
55 - 59 0.002 
60 - 0.000 

The probabi I ity density function of the 
circuit requirement could be used in a 
Decision Theoretic approach to dimensioning. 
A cost function must be introduced to represent 
the cost penalty for errors in dimensioning. 
The appropriate number of circuits to be 
provided is then given by the value of circuit 
requirement that minimises the expected value 
of the cost function. This is seen as an 
avenue for future research. 

4. CONCLUDING REMARKS 

The method described above has been 
demonstrated to work on both hypothetical test 
data and on statistics taken from measurements. 
The main difference between the present method 
and the classical approaches is that this 
method allows the calculation of the probabi I ity 
density function of the parameters of the 
offered traffic. Also, the density function of 
the circuit requirement, or other function of 
the offered traffic parameters, can be computed. 
Depending on the degree of approximation 
accepted, the calculations necessary to apply 
the present method could be performed in real 
time on a microcomputer. 
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Networking Dimensioning Models 

Comparison of Network Dimensioning 
Models 
R.J. HARRIS 
Telecom Australia Research Laboratories 

In this paper, the traditional method of telephone netuJork optimisation 
using marginal occupancies and prescribed final choice link losses is compared 
with Berry's model which prescribes individual (end to end) losses for each 
Origin-Destination (OD) pair of the netuJork. The comparison is performed by 
optimising various netuJorks using the conventional approach and then computing 
estimates for the end to end (OD) loss probabilities using an algorithm 
proposed by Gaudreau (Ref. 7). These computed losses are then inserted into 
Berry's optimising model and the netuJork is reoptimised. The tuJo networks 
consequently have the same grade of service and can be compared on the basis 
of cost, circuits and traffic distribution. It will be shown that for tuJo 
practical netuJorks, the Berry model gives a cheaper cost by amounts which vary 
from 6% to 22% depending on the size and structure of the netuJorks under 
consideration. 

A further extension to Berry's model is also described in this paper, 
which replaces the equality constraints for end to end grades of service by 
inequalities which involve a prescribed maximum end to end loss. An additional 
constraint has been included to specify a traffic-weighted network average 
grade of service. This extended model has also been compared with the other 
models using practical netuJorks. 

1. INTRODUCTION 

In 1970, Berry (Ref. 1) pub I i shed a 
mathematical programming model which optimally 
dimensioned a telecommunications network 
subject to prescribed origin to destination 
pair grades of service. Since that time, the 
model has been revised and extended in various 
ways in order to achieve improved accuracy 
(Refs. 2 and 4), integer numbers of circuits 
(Ref. 3) and an optimal network over a 
specified time horizon CRef. 5). In 1976 
(Ref. 6), the model (which was based upon an 
optimising principle known as "System Optimisa 
tion") was compared with two other optimising 
principles known as "User" and "Game Theoretic" 
optimisation respectively. In that study, it 
was found that the principles of "System" and 
"Game theoretic" optimisation were equivalent 
for this model and represented the cheapest 
cost network, whi 1st the "User Optimised" 
network was more expensive but had advantages 
in that it was less susceptible to overloads. 
In the present paper, the standard Berry model 
and an extended version will be compared with 
conventional network design models based on the 
"marginal occupancy" or "cost factor" approach. 

Conventional methods of network optimisa 
tion for hierarchical telecommunications 
networks specify link by I ink grade of service 
standards along the final choice path from the 
origin exchange to the terminal exchange and, 
uni ike the Berry model, they make no direct 
attempt to specify end to end loss probabilities. 

Paper received 29 November 1983. 
Final revision 22 February 1984. 

By specifying I ink by I ink grades of service 
however, the conventional models essentially 
seek to give an expected maximum end to end 
probab i Ii ty of I oss for OD pairs wh i eh use only 
the f i na I choice routes wh i I st a I I other OD 
pairs wil I receive considerably better end to 
end performance. Comparison of Berry's model 
with conventional models can only be valid if 
they have produced networks which result in the 
same end to end loss probabi I ities for each OD 
pair. Accurate estimation of these probabi I ities 
in a large and complex alternative routing 
network is rather difficult, and in this study 
they have been estimated using a recently 
pub! ished algorithm by Gaudreau (Ref. 7). 

The procedure used to compare Berry's model 
with a conventional model based on marginal 
occupancy methods of optimisation involved 
finding an optimal network with prescribed I ink 
by I ink losses and then applying Gaudreau's 
algorithm to determine the individual OD 
congestions. Once these had been estimated they 
were inserted into Berry's model and the network 
reoptimised. The procedure was carried out on 
several practical networks and the results are 
discussed in Section 4 of the paper. 

In its original form, Berry's model 
specified that the OD pairs in the network 
should exactly meet the prescribed end to end 
losses for each OD pair; however, it has been 
pointed out by Pioro and Lubacz (Refs. 11 and 
12) and Berry CRef. 14) that it may be possible 
to obtain a cheaper network cost by al lowing 

This paper is an updated version of a paper 
presented to the Tenth International Teletraffic 
Congress held in Montreal, Canada in June 1983, 
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these equality constraints to become 
inequalities. This is achieved by specifying 
a maximum loss which can be tolerated for indivi 
dual OD pairs or the network as a whole. In 
addition to these inequality constraints, a 
prescribed traffic-weighted end to end network 

I oss can be i nc I uded so as to present an over a I I 
network design objective. This extended model 
can also be compared with the standard Berry 
model and the conventional approach if the net 
work designed by it has the same maximum end to 
end loss and an identical traffic-weighted 
average grade of service. 

This paper begins by briefly reviewing 
(Section 2) the conventional and standard Berry 
models and then moves on to consider an 
extension to Berry's model in Section 3. The 
description of the model in Section 3 is 
supplemented by a discussion of the solution 
techniques used and an example of applying the 
mode I to a test network. In Section 4, two 
pract i ea I networks are compared in deta i I 
using the various models described earlier. The 
paper concludes by summarising the principal 
findings of the study. 

2. NETWORK OPTIMISING MODELS - A REVIEW 

2.1 Conventional Network Design Model 

The conventional optimising equations for 
a given network are usually developed by 
considering the total cost of routing traffic 
from an originating exchange to a destination 
exchange via the permissable routes in the 
hierarchy. For the networks studied in this 
paper, the routing pattern is given in Fig. 1. 

Fig. 1 Diagr= of Routing Plan 

The o r r q i n exchange is label led "I" and the 
destination exchange is label led "J". Two 
intermediate switching points (tandem exchanges) 
are designated by "X" and "Y" respectively. The 
overflow pattern is indicated by the arrows. 

The total cost (C) of routing traffic of 
magnitude A Erlangs from I to J is given by 

5 
C = I ci n i, 

i=1 

where ci ( i=1, ... , 5) is 
on 

n i ( i =1, 

as a continuous 
convenience. 

(2-1) 

the cost per circuit 
I ink i, and 

... , 5) is the number of circuits 
on link i, and regarded 

variable for theoretical 

The cost function C is a function of two 
independent variables n1 and n2• If values are 
chosen for n1 and n2 then n3, n4 and n5 are 
fixed by the need to provide grades of service 
83, 84 and B5 for the traffic parcels using the 
final choice route 1-X-Y-J. The problem is 
constrained by the requirement: 

1, ... , 5 

and hence the minimum cost network optimising 
equations become 

(~) ~ 0 clC 
cl n 1 

and ( cln 
1
) n 1 

clC ac (-d -) ~ 0 and ( an/ n2 n2 

An algorithm to solve the optimising 
equations (2-3) and (2-4) has been described in 
the I iterature (e.g. Ref. 15) and detai Is wi 11 
not be reproduced here. 

2.2 Berry's Model 

The problem of designing an optimal 
telephone network was formulated by Berry 
(Ref. 1) as a non-I inear mathematical program 
in which the cost function to be minimized is 
nonlinear and the variables ("chain flows") are 
subject to simple linear constraints. The 
problem may be summarised as fol lows: 

Minimise: 

C(h) 

Subject to: 

m( kl I hk 
j=l j 

f. 
I I I 

k j 

0 

0. 

n. ( h) 
I ~ 

k k 
(1-B )t for k=1, ... , N 

a~. h~ for i=1, ... , u 
I j j 

h~ ~ 0 for j=l, ... ,m(k) andk=l, ... ,N 

where c. 
I 

Bk 

h~ 
j 

N 

u 

(2-2) 

(2-3) 

(2-4) 

(2-5) 

cost per circuit on link i 

prescribed end to end loss for OD 
pair k 

traffic carried on the j-th chain 
I inking origin ok to destlnation 
Dk. ( In vector form= bl 
number of OD pairs in the network 

number of I inks in the network 
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tk = offered pure chance traffic from 
ok took. 

fi = total carried traffic on link i. 

m(k)= number of chains permitted for 
traffic between ok and ok. 

and 

~ 

if link i is on chain j 
a~. ~ between ok and Dk. 
IJ 

0 otherwise. 

In order to complete the description of the 
model it is necessary to indicate how the number 
of circuits on a link depends on the chain flow 
variables h. The total number of circuits on 

I ink i is a function of the carried traffic fi, 
the mean of+ered traffic Mi and the variance of 
the offered traffic (Vi), viz: 

[-------- 
(Mi-fi-1)(Mi-fi) + Vi 

M. 
_I_] 

M~-M.+V. 
I I I 

3V. V. 
where A.= V. + -1 (_I_ _ 1) 

I I M. M. 
I I 

(2-6) 

is an estimate for the equivalent random traffic 
offered to I ink i (based on Rapp's wel I-known 
formula) and vi is the variance of the traffic 
overflowing from I ink i; vi is given by 

(2-7) 

The parameter p is empirically determined 
and lies in the range 0.084 ~ p r 0. 140. 

A variety of different non-I inear 
programming algorithms can be used to solve the 
problem described above. Some methods which 
have been tried include Rosen1s Projected 
Gradient Method (c.f. Ref. 1 by Berry), the 
Reduced Gradient Method of Wo I fe (c. f. Ref. 10) 
and certain unconstrained methods (after trans 
formation) (c.f. Ref. 11). Each method gives 
satisfactory results although performance may 
vary with the type of problem being solved. 

3. AN EXTENSION TO THE BERRY MODEL 

3. 1 Model Description 

As pointed out in the introduction to this 
paper, and in the previous subsection, Berry's 

model was originally proposed in the form of 
equality constraints for the individual OD 
grades of service. In practice, these 
constraints wi 11 not always hold as strict 
equalities due to the fact that circuit 
quantities must be rounded to an appropriate 
integer quantity. Several authors (e.g. Refs. 
11-14) have pointed out that cases may arise 
where cheaper costs can be obtained by al lowing 
the carried traffic to increase. In the 
extension to Berry's model being proposed in 
this paper, the grade of service constraints 
are to be expressed as inequalities viz: 

m(k) k k I h.~ (1-B )t (for k=1, ... , N) 
j=1 J max 

(3-1) 

where Bmax is a specified maximum loss which 
app Ii es to a I I OD pairs in the network. (Note 
that this could be prescribed on an individual 
OD pair basis but that possibi I ity wi 11 not be 
considered in this paper.) 

Constraint (3-1) places a lower bound on 
the traffic which must be carried for each OD 
pair and, therefore, this places a lower bound 
on the total traffic which must be present in 
the network. If the optimisation is performed 
with only constraint (3-1) it is possible that 
al I OD pairs wi 11 have the minimum traffic 
carried or alternatively the overal I performance 
as measured by the grade of service for the 
network w i I I be unknown ( as it was in the case 
of the conventional model). Hence an additional 
constraint has been devised which specifies an 
overal I network performance requirement. This 
constraint effectively specifies the total 
traffic to be carried in the network and at the 
same time permits uneconomic OD pairs to receive 
poorer grades of service whi 1st economic OD 
pairs receive a better than average grade of 
service. This additional constraint prescribes 
what the traff1c-weighted network average grade 
of service wi I I be and it is derived in the 
following way: 

For each OD pair k, the end to end grade 
of service gk is given by 

k g ( 1 - 

l h~ 
j J 
-) 
tk 

(3-2) 

thus the traffic-weighted network average is 
given by 
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Hence 

Itk-IIh~ 
k k j j 

w = 
l tk 
k 

or L l h~ = (1-W) I tk (3-4) 
k j j k 

A further set of constraints is necessary 
to prevent situations where the total carried 
traffic would exceed the offered traffic for a 
given OD pair. Such situations would not occur 
in cases where the traffic uses a single link 
because the function governing the number of 
circuits on that link becomes infinite if all 
the traffic is carried. However, if some 
traffic is carried on one link and further links 
are avai !able then, in theory, the model could 
al locate the remaining traffic (and more) to 
these other I inks. A solution to this problem 
can be found by rewriting the inequality 
constraints (3-1) as equalities; this is 
accomp Ii shed by introducing so-ea 11 ed "s I ack 
variables" sk, which represent the difference 
between the total carried traffic and the 
minimum permissible carried traffic for each OD 
pair. Hence 

I k k k (3-5) . hj - s = (1-Bmax)t k=l, ..• , N 
j 

where sk ) O. 

By placing upper bounds on the slack 
variables the total traffic can be prevented 
from exceeding the offered traffic tk. Denoting 
the best possible end to end grade of service 
to be Blim, the slack variable bounds become: 

(3-6) 

The above constraint is more convenient 
than specifying these bounds in terms of 
additional constraints on the sum of chain 
flow variables, as a procedure bui It into the 
optimisation algorithm can be invoked which 
automatlcal ly handles bounded variables. This 
means that the algorithm is computationally 
more efficient since it does not require special 
storage to be set aside to handle such 
constraints. 

For completeness, the extension to Berry's 
model is detailed in equations (3-7) below: 

Subject to: 

f. 
I 

l l h ~ 
k j j 

l l 
k j 

l k k k . hj - s = (1-Bma)t (for k=l, ... , N) 
j 

0 ( sk ( (B k 
max-Blim)t (for k=l, ... , N) 

h~) 0 (for j=1, ... ,m(k) and k=l, ... ,N) 
j 

(3-7) 

3.2 Solution Technique 

As indicated earlier in section (2.2), there 
are very many suitable non I inear programming 
algorithms for solving the standard Berry model 
and this is also the case for the extended model 
described in the previous section (3. 1). In 
Ref. 10 the author described a modification to 
Wolfe's Reduced Gradient Method and it was shown 
that this algorithm was suitable for determining 
System and User optimised telephone networks. 
As in that study, the special structure of the 
problem enables an efficient algorithm to be 
constructed to solve the non! inear programming 
problem posed by equations (3-7), and once 
again this algorithm is based upon Wolfe's 
Reduced Gradient Method. 

The Reduced Gradient Method requires the 
variables to be partitioned into two groups 
which are referred to as "basic" and "non 
basic" variables respectively (c.f. 1 inear 
programming). One basic variable is required 
for each row of the constPaint matPix. (The 
constraint matrix actually consists of the N 
equations (3-1) and equation (3-4) - a total 
of N+l equations. The remaining equations can 
be automat i ea I I y integrated into the so I ut ion 
procedure.) 

Selection of the basic variables in the 
first N rows of the constraint matrix is 
accomplished by choosing the variable with 
the largest chain flow, viz: 

max 
j 

a~j h1 (for i=1, ••. ' u) 

(3-8) 

The final basic variable must be chosen 
from constraint (3-4); this is done by 
rewriting (3-4) in terms of the slack variables 
in the fol lowing way: 

Minimise: I sk + (1-B ) I tk 
k max k 

C(hl l c. n. ( h) 
I I - so that 
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(B -WI r tk max l 
k 

(3-91 

The selection of the final basic variable 
can now be made from the slack variables in a 
relatively arbitrary way, the main requirement 
being that the slack variable chosen is non 
zero. Having selected the basis, it is 
necessary to determine a vector i which adjusts 
the chain flow variables hand a vector w which 
adjusts ~he slack variabl~s s in order t~ reduce 
the cost of the network. Define an intermediate 
stage vector~ corresponding to the non basic 
variables in the chain flow vector as fol lows: 

k x. 
J 

oC _ 
k 

clh j ( kl 

where jr'j(kl, k=l, ... , N. 

x~ if x~ < 0 and h~ > 0 
J J J 

k k. k k k y. = x. 1f x. > 0 and h.< (1-B
1
• )t 

J J J J 1m 

0 otherwise 

(3-10) 

A second intermediate stage vector~ 
corresponding to the non basic slack variables 
is defined as: 

k ac ac z =------- 
r k 

clhj(r) clhj(k) 

where sr is in the basis and 

kfr, k=l, ... , N. (3-11) 

For components of i corresponding to non 
basic chain flow variables define fork=l, ... , N 

(3-12) 

For components of w corresponding to non 
basic slack variables define for k=l, ... , N 

k w 

0 otherwise (3-13) 

Components of i and~ corresponding to the 
basis are computed as 

r w l 
kir 

k w (3-14) 

and 

The composite direction Ct . ~) determined 
above defines a direction ln which to undertake 
a (one-dimensional) search for a minimum cost. 
Movement in this composite direction is 
constrained by the bounds on the chain flow 
and slack variables. The maximum possible 
movement em is determined from 

min 
p,q 

(3-15) 

(3-16) 

By construction, em will be zero only if 
the slack variable in the basis has become zero. 
This situation would therefore prevent further 
movements unless the slack variable in the 
basis can be removed and replaced by a non- 
zero slack variable. (In linear programming 
this process of replacement is referred to as 
"pivotting".) In nonlinear programming, a wide 
choice of methods is available for selecting 
the incoming variable to the basis and the 
author has experimented with four such methods. 
The best method found was to select the 
incoming basic variable as the slack variable 
which was the furthest from its bounds. This 
method had the advantage that pivot steps were 
relatively infrequent and hence the overal I 
computing time was kept to a minimum. It is 
clearly possible (in principle) to change the 
basic slack variable at each iteration (if 
necessary) in the same way that the basic 
elements can change in the chain flow vector 
and, therefore, avoid time-consuming pivot 
steps. However, it was found that computation 
time was affected more adversely by including 
the automatic computation of the slack variable 
basis element than by permitting only 
periodical changes of the basis,and hence the 
automatic procedure was rejected. 

Where 8m is nonzero, a search is carried 
out in the direction Ct : ~) for a minimum cost 
and then a new direction is computed. This 
process is repeated until one of a number of 
stopping criteria is met and the solution is 
judged to be "near-optimal". A general 
discussion of these criteria wi 11 be found in 
Ref. 10. 

To summarise, the optimising algorithm 
which has been developed to solve the extended 
Berry mode I is: 
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(1) Determine a partition of the chain flows 
and slack variables into basic and non basic 
components. 

(2) Determine the gradient of the cost function 
C(bl, 

(3) Compute the non basic components of y and ~- 
(4) If the modulus of the non basic parts of 
y and~ are sufficiently smal I or other optimi 
sing criteria have been met, terminate with 
optimal solution, otherwise go to step (5). 

(5) Calculate the values of the basic 
components of y and~- 

(6) Determine the step size, em. 

(7) If em= O, perform a pivot step and return 
to step (3) otherwise perform a one dimensional 
search to determine e

0 
for which 

s + e w) o- 

min 
0 < e ~ 8m {C(b + ey 

(8) Set new chain flow and slack variable 
vectors. 

(3-18) 

and return to step 1. 

(3-17) 

3.3 Application to a Test Network 

In order to investigate the properties of 
the extended Berry model a test network was 
drawn up which consisted of nine originating/ 
terminating exchanges and two tandem exchanges. 
The routing pattern for traffit parcels conformed 
with the pattern i I lustrated in Fig. 1. Where 
traffic was too smal I to justify a direct route, 
the traffic was permitted to use only two 
choices, viz: 1-Y-J and 1-X-Y-J. Traffics for 
the test network were selected in such a way 
that there was a wide variation in offered 
traffics. The principal features of the model 
to be investigated were: 

(1) How does the cost of the network based on 
equality constraints (standard Berry Model) 
differ from the cost of the network which uses 
inequality constraints? 

(2) What influence does the maxirrrwn network 
loss have on the network costs for a fixed 
traffic-weighted average network congestion? 

(3) How do (1) and (2) change as the traffic 
weighted average network congestion is varied? 

TABLE 1 Comparison of network costs for 2% 
traffic-weighted grade of service 
and various maximum losses 

Maximum Network Reduction 
Loss (%) Cost($) (%) 

2 363,655 - 
4 359,286 1.2 
6 356,465 2.0 
8 355,955 2. 1 

10 355,266 2.3 

TABLE 2 Comparison of network costs for 1% 
traffic-weighted grade of service 
and various maximum losses 

Maximum Network Reduction 
Loss ( % ) Cost($) (%) 

1 381,331 - 
2 376,502 1. 27 
4 376,006 . 1. 40 
6 374,607 1. 76 
8 374,578 1. 77 

To answer these questions, the optimisation 
was performed for two different weighted 
averages and several different maximum loss 
probabi I ities. As it was not possible to get 
to the optimal solution with a finite number of 
iterations, computations ceased when the cost 
of the network was estimated to be within 2% of 
the true minimum (continuous circuit) cost. 
The results are summarised in Tables T and 2. 
Results from the standard model appear as the 
first line of each table since the maximum 
loss specified is equal to the average loss. 

Comparing Tables 1 and 2 it wi 11 be seen 
that the network with the poorer average 
congestion is cheaper to provide by about 5%. 
The tables also readily show the features of 
interest in this investigation. F)rstly, it 
can be seen that by increasing the maximum 
loss the network costs can be reduced, but the 
difference is only of the order of a few percent, 
and eventually the effect of increasing this 
loss produces hardly any further benefits. The 
best gains may be made with networks designed 
for a poorer overal I weighted average congestion. 
In this simple test network the overall gains 
varied from 1% to 2.5% with realistically 
selected network average grades of service. 
Execution times for the various problems 
appeared to increase (in general) for systems 
with high maximum losses and good network 
average grades of service. (This meant that 
more iterations were required to obtain 
solutions to within the tolerance mentioned 
above.) 

4. COMPARISON OF OPTIMISING MODELS 

4.1 Adelaide Metropolitan Network 

The Adelaide Metropolitan Telephone 
Network as studied in this investigation 
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consisted of 43 exchanges which could originate 
or terminate traffic and four tandem exchanges 
for switching the traffic through the 
alternative routes. The routing plan is 
identical to Fig. 1 for nearly all origin 
destination pairs although when traffic parcels 
were small, it was usually the case that only 
two possible chains were available for this 
traffic. Approximately 2000 OD pairs were 
considered and hence there were nearly 6000 
chain flow variables and 2000 slack variables 
in the problem. A Honeywel I DPS8 machine was 
used for al I the studies reported herein. Costs 
and traffic data from 1974 were used as these 
were conveniently avai I able and compatible with 
other studies which have been undertaken in 
the past. 

The first step to be made in comparing the 
various models was to perform a conventional 
optimisation using the Adelaide network. Grades 
of service for the final choice I inks were al I 
arbitrarily set to 1% loss probabi I ity. Having 
determined the circuit requirements, the 
Gaudreau algorithm was applied to the network 
in order to compute estimates tor the individual 
OD pair congestions. A histogram of these 
estimates is presented in Fig. 2. It wi 11 be 
observed that there are two distinct peaks in 
Fig. 2 and they can be explained in the fol low 
ing terms. The first and highest peak belongs 
to OD pairs which have three possible paths from 
origin to destination and they wi 11 have the 
lowest congestion. The other peak belongs to 
OD pairs which can use only two routes and 
generally do not have access to a direct route. 
In actual fact there is a third peak which is 
very smali in relation to the other peaks and 
this occurs near the maximum loss. This peak is 
caused by the 27 OD pairs which can use only one 
path (i.e. the final choice route). It should 
be noted that the maximum loss found (1 .64%), 
does not correspond exactly with the theoretical 
maximum (vi z: 3x0.01 - Product terms "' 2.97%). 
This is because the dimensioning algorithms 
give integer numbers of circuits (generally 
rounded upwards) and hence the individual link 
grades of service along the final choice route 
were not al I exactly 1%. Table 3 summarises 

the results of applying the Gaudreau model to 
the convent!onal ly designed network. 

TABLE 3 

Grade of Service Value(%) 

Simple Average 0.64 
Weighted Average 0.24 
Maximum Loss 1.64 
Minimum Loss 0.08 

TABLE 4 

Grade of Service Summary for 
Conventional Network Optimisation 

Circuit and cost summary for the 
conventional network 

Route Circuits Cost($) 

Direct 6,498 2,557,176 

1-Y 2,144 1,162,434 
1-X 507 227,649 
X-Y 318 65,837 
Y-J 2,231 729,611 

Alt. Total 5,200 2,185,531 

TOTALS 11,698 4,742,707 

The al location of circuits to routes and 
the costs of these al locations are given in 
Table 4 for the conventional network design. 
The end to end congestions computed using the 
Gaudreau algorithm were saved on a computer file 
for use by the Berry and extended Berry models 
described previously. Two optimisation runs 
using the standard Berry model were performed; 
the first run assigned to each OD pair a grade 
of service equal to the traffic weighted 
average (c.f. Table 3), whi 1st the second run 
assigned the individual OD congestions estimated 

1from the conventional model optimisation and 
held on computer file. 
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TABLE 5 Circuit and cost summary for Berry 
model design with al I OD pairs 
receiving 0.0024 grade of service 

Route Circuits Cost ($) 

Direct 5,653 1,999,576 

1-Y 1,988 1,024,758 
1-X 974 516,926 
X-Y 767 124,594 
Y-J 3,023 929,933 

Alt. Total 6,752 2,596,211 

TOTALS 12,405 4,595,787 

For the case where each OD pair was 
assigned the same (weighted) grade of service, 
the (continuous circuit) network cost obtained 
was $4.5M which was accurate to within 2.8% of 
the true continuous circuit cost minimum. 
Converting this to integer numbers of circuits, 
the cost was determined to be $4,595,787 which 
represents an improvement of about 3. 1% over 
the cost of the conventionally designed network. 
Table 5 gives circuit and cost details for this 
network design. 

The second run was performed using the 
individually specified OD grades of service and 
the optimisation was again performed unti I the 
continuous circuit cost was within 2.8% of the 
true minimum cost. The cost in this case was 
$4,465,057 and the integer circuit cost was 
$4,560,696, the latter cost representing an 
improvement of 3.8% over the conventionally 
designed network. Fig. 3 shows detai Is of 
this optimisation run. 

5-8 
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5·2 

~ 
§ 5-0 

"' 4-8 ~ 
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INTEGER COSTS FOR 
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SHOWN BY I+ I 

CONVENTIONAL 

NETWORK COST 
[+] [+1[+11+1 

} 2·85% 

100 200 300 400 500 

NUMBER Of ITERATIONS 

Fig. 3 Optimisation of Adelaide Metropolitan 
Neb.l!ork using Berry Model 

Table 6 gives the corresponding detai Is of 
this solution. Tables 4 and 6 provide a good 
comparison between the conventional model and 
the Berry model since they have (in principle) 
exactly the same OD grade of service distribu 
tions. Perhaps the most interesting feature of 
the tables is the different al location of 
circuits to routes of the network. The Berry 

TABLE 6 Circuit and cost summary for Berry 
model design with individually 
assigned OD grades of service 

Route Circuits Cost ($) 

Direct 5,657 2,000,392 

1-Y 1,976 1,013,757 
1-X 975 515,718 
X-Y 763 121,573 
Y-J 2,994 909,256 

A It. Tota I 6,708 2,560,304 

TOTALS 12,365 4,560,696 

model provides fewer direct route circuits and 
more alternative route circuits than the 
conventional model. It wi 11 also be noted that 
the Berry model provides more circuits in total 
than the conventional model but evidently it uses 
cheaper circuits than this model. The network 
depicted in Table 5 is very similar to the 
network of Table 6 but it also provides an 
interesting example of a network in which each 
OD pair receives approximately the same grade 
of service as any other pair. It has the same 
mean value as the conventional model but, of 
course, the distribution of OD congestions is 
completely different from the conventional 
model. 

The final study performed in this series 
was to apply the extended model to the Adelaide 
Network. As this model exhibits the same 
weighted average network congestion, the same 
maximum and minimum losses but the remainder of 
the OD congestions are distributed very 
differently. A number of feasible chain/slack 
vector combinations were tried as starting 
points for the algorithm described above as 
it was found that the rate of convergence to an 
optimal solution depended critically upon the 
initial starting point. Several techniques for 
improving the rate of convergence have been 
considered, but not all have been evaluated and 
tested at this stage. Table 7 shows a summary 
of costs obtained during the optimisation run 
which began with the optimal solution glven by 
the (continuous) network design summarised in 
integer form as Table 6. It is clear that a 

TABLE 7 Summary of costs vs iterations for 
the extended Berry model 

Iteration Direct R. Alternative R. Network 
# Cost ($M) Cost ($Ml Cost ($Ml 

0 1.916 2.549 4.465 
50 1 .916 2. 548 4.464 

100 1 .916 2.547 4.463 
150 1.916 2.541 4.457 
300 1 .915 2.532 4. 447 
600 1. 915 2.521 4.436 
900 1 .915 2.512 4.426 

1200 1.913 2.507 4. 421 
1500 1.911 2.506 4.417 
1700 1 .910 2.506 4.416 
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large number of iterations were required in 
order to achieve a satisfactorily optimal result 
and hence this starting solution would not be 
useful in practical applications. 

TABLE 8 Summary of circuit al location and 
costs for the Extended Berry model 

Route Circuits Cost ($) 

Direct 5,628 1,981,096 

1-Y 2,002 1,021,536 
1-X 992 503,998 
X-Y 782 122,330 
Y-J 3,085 892,984 

Alt. Total 6,861 2,539,298 

TOTALS 12,489 4,521,944 

The solution given in Table 8 was 
accurate to within 2.8% of the true continuous 
circuit cost and it clearly indicates an 
overal I gain of 4.7% in cost over the 
convent i ona 11 y designed network. 

The solution given in Table 8 represents 
a reduction in cost of about 0.9% over the 
standard Berry model with individually assigned 
OD congestions, and as such it is comparable 
with the results obtained for the test network 
discussed in Section 3. The extended model 
also represents a gain of about 1.6% over 
the standard Berry model which set al I OD 
congestions equal to the same grade of service. 

4.2 Smal I Trunk Network 

In subsection (4.1) it was demonstrated 
that for a medium sized metropolitan network 
with three levels of routing hierarchy avai 1- 
able, there were significant gains possible 
through the use of the Berry and extended Berry 
models. In this subsection, a smaller network 
with four levels of routing hierarchy wi 11 be 
considered and the results wil I show that for 
such a neTwork The gains can be very substanTial. 

The basis for comparison is the same as 
for the Adelaide network. Once again the 

network was optimised by conventional methods 
and the Gaudreau algorithm applied to obtain 
the OD grades of service. Berry model 
optimisations could then be carried out in the 
usual manner. I 

The smal I trunk network consisted of [ 
12 exchanges (minor switching centres), 4 tandem 
exchanges comprising of 3 secondary switching I 
centres and one primary centre. The routing 
pattern follows Fig. 1 except that traffic 
overflowing from the X-Y route is not lost but 
offered to the primary switching centre. There 
is a return path from the primary to the Y-tandem, 
thus enabling four possible paths between each 
origin-destination pair. 

Table 9 shows the circuit allocations and 
costs for the conventional and standard Berry 
mode Is. Deta i Is for the co I umns headed "Berry--1" 
correspond to a standard Berry optimisation using 
the individually computed OD congestions whi 1st 
the column headed "Berry-2" corresponds to a 11 
OD pairs receiving the same weighted average 
end to end loss. 

It w i I I be seen from Tab I e 9 that the 
relativities between the costs of the network 
remain the same as for the Adelaide Network but 
the percentage differences are much larger in 
this case. In particular, there is a 22-23% 
difference between the two Berry model networks 
and the conventional network design. 

TABLE 10 Extended Berry model optimisation 
for a sma I I trunk network 

Route Circuits Cost ($) 

Direct 468 46,869 
1-Y 113 11,618 
1-X 41 4,097 
X-P 21 2,354 
X-Y 6 9 
P-P 5 8 
P-Y 7 698 
Y-J 134 8,044 

TOTALS 795 73,697 

TABLE 9 Comparison of mode Is for sma I I 
trunk network 

Conventional Berry-1 Berry-2 
Route 

Ccts Cost Ccts Cost Ccts Cost 

Direct 312 32,595 440 43,750 427 42,280 
1-Y 130 8,630 131 12,658 140 13,585 
1-X 176 27,278 46 4,608 51 5,435 
X-P 46 5,778 2 3 2 3 
X-Y 65 7,552 32 3,247 33 3,417 
P-P 45 68 1 2 2 3 
P-Y 45 5,777 2 437 2 437 
Y-J 256 8,900 154 9,209 167 10,248 

TOTALS 1,075 96,580 808 73,915 824 75,409 
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Finally, the extended Berry model was 
applied to the network and the results are 
displayed in Table 10. 

5. CONCLUSIONS 

From the results presented in Section 4 it 
is clear that important cost gains can be made 
using the Berry models (standard or extended) 
with the greatest gains occurring for sma I I 
networks with an extensive hierarchy but smal I 
traffic parcels. The more typical network 
structures do not have such substantial gains 
(in percentage terms) but nevertheless there 
are sti I I significant monetary savings 
associated with using the Berry models. The 
studies reported in this paper show that the 
cheapest cost model was the extended Berry model 
described in Section 3 and this has additional 
flexibi I ity over the other models discussed, 
since it enables economic traffic parcels to 
make greater use of the network at the expense 
of uneconomic traffic parcels and at the same 
time it al lows the network designer to specify 
an over a I I network design standard. The main 
disadvantage with the extended model appears to 
be the increase in computational effort 
required; although there are some obvious 
areas where improvements can be made, and it 
is hoped that further research w i I I I ead to 
refinements in the model to enable more rapid 
processing. 
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